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Now consider the nonhomogeneous linear system of 77 equations in m unknowns:
an X +apX -+ apXe =

ay Xyt apXy ot g Xy = by

amX + apXs + - - + unXn = by

In matrix form,

AX=B (7.1)
where A is the coefficient matrix,
X1 [J]
Xz b
X=]| .| andB=| .
X b,

The system is nonhomogeneous if at least one b; # 0. Nonhomogeneous systems differ
from linear systems in two significant ways.
1. A nonhomogeneous system may have no solution. For example, the system

2x, —3x, =6
4x, —6x, =8

can have no solution. If 2x; — 3x, =6, then 4x; — 6.x, must equal 12, not 8.
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B Matrix inverses relate to systems of linear equations in the following way. i
o = THEOREM 7.16

Let Abe nx n.
1. A homogeneous system AX = O has a nontrivial solution if and only if A is singular.

2. A consistent nonhomogeneous system AX = B has a unique solution if and only if A is E
nonsingular. In this case the solution is

X=A"B.

Proof 1If A is singular, then Ay # I, by Theorem 7.15, conclusion (5), so the system AX =0
has a nontrivial solution by Corollary 7.3.

Conversely, suppose the system AX = O has a nontrivial solution. Then rank(A) < n by
Theorem 7.15, conclusion (6), so A is singular.

This proves conclusion (1). For conclusion (2), suppose the system is consistent. The general
solution has the form X=H+ U, where H is the general solution of the associated homogeneous
system. Therefore the given system has a unique solution exactly when the homogeneous system
has only the trivial solution, which occurs if and only if A is nonsingular.

Finding the inverse of a nonsingular matrix is most easily done using a software routine. In
the 1 inalg package of linear algebra routines of MAPLE, the inverse of a matrix A that has
been entered can be found using

L inverse (A) ;

If it happens that A is singular. the routine will return this conclusion. |
RUgR@eul s EAO o
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EXAMPLE 7.30
We will solve the system
2xi—x;+3x=4
X +9x, —2x,=—8
4x, —8x;+ 11x;=15.

The matrix of coefficients is
2 -1 3
A=|1 9 =2
4 -8 11

A routine reduction yields

1 0 0 © 8353 —13/53 —25/53

[ALl,=|o0 1 o : —19/53 10/53 7/53

0 0 1 : —44/53 12/53  19/53

The first three columns are I, hence A is nonsingular and the system has a unique solution.
last three columns of the reduced augmented matrix give us

L8 13 =25
A-IZ?3 -19 10 7
N4 1219

The unique solution of the system is A='B:
1 83 —13 25 4 61/53
X=AB=—1[-19 10 7 ||-8]=]-51/53
—44 12 19 15 13/53
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- 1.5 Homogeneous Systems

5

»~

We want to develop a method for finding all solutions of a linear homogeneous system of
n equations in m unknowns:

anxi+apX,+ -+ apxn=0 .

anX + apXy+ -+ Ay Xy =0

amXy +apX,+ -+ agy X, =0.

The numbers a;; are called the the coefficients of the system and A = [a;;] is the matrix
of coefficients. Row i contains the coefficients of equation i and column j contains the
coefficients of x;.

Define
X1
Xz

A’IH
and write the n x 1 zero matrix as just O, a column of n zeros. Then the system can be written
as the matrix equation
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B and write the n x 1 zero matrix as just O, a column of 7 zeros. Then the system can be written 2
as the matrix equation

- AX=0.

~

We will develop the following strategy for solving this system.

1. We will show that AX = O has the same solutions as the reduced system AyX = 0.

2. We will show how to write all solutions of the reduced system directly from the reduced
matrix A p.

3. We will also use facts about vector spaces and rank to derive additional information about
solutions.

The remainder of this section consists of the details of carrying out this strategy, and
examples. The first two examples give us some feeling for what to look for in solving a
homogeneous system.

EXAMPLE 7.18

Consider the simple system
x—3x+2x=0

—2X| +x — 3X3 =0.
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] =—— THEOREM 7.12 Solution Space of a Homogeneous System 0
L Let A be n x m. Then
P 1. The set of all solutions of AX = O forms a subspace of R”, called the solution space of

this system.
2. The dimension of this solution space is

=]

m — number of nonzero rows of Ag,

which is the same as m — rank (A).
Proof Let Sbe the set of all solutions of the system. Since

XI:XZ:”’:Xm:O

is a solution, the zero m-vector is in 5.
Now suppose X, and X, are solutions, and & and g are numbers. Then

A@X, + fX,) =aAX, + PAX,=0+0=0,

so linear combinations of solutions are solutions, and S is a subspace of R".

For the dimension of S, use the fact that the system has the same solution space as the
reduced system. As the examples suggest, the nonzero rows of Ap enable us to express the
general solution as a linear combination of linearly independent solutions, one for each free
variable. Since the number of free variables is the number of columns of Ap, minus the number
of nonzero rows, then the dimension of 5 is m — rank(A).
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1§ —— COROLLARY 7.5
* If A is n x n, then AX = O has only the trivial solution if and only if Ap=1,,.
EXAMPLE 7.22
o R ]}
We will solve the system
—4x;+x,—Tx3=0
2x;,+9x, — 13x3=0
x1+x+10x;=0.
The coefficient matrix is
-4 1 -7
A=12 9 -13
1 1 10
We find that Ag = I;. Therefore the system has only the trivial solution. This can also be seen
from the reduced system, which is
x =0
X, =
W=
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