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Introduction

This short text is the output of a desire to produce a helpful additional source for my students and from that, perhaps be of
use to other similar students and managers of this subject area. After several years of working with classes on Management
Decision Making, the need for a short and focused integrative text was clear to me. There are many excellent texts on both
the qualitative and quantitative aspects of decision making, but few which address both. Where feasible, however, I have
made significant reference to recommended texts on these areas throughout the chapters, although this duality problem

was the primary reason for this text. Chapter 1 opens with a short narrative on this issue.

A second reason for the text, was to try to produce a relatively short essay that would convey important and relevant
knowledge toits readers, in alanguage and manner that would make it accessible to those students who were less comfortable
with mathematics. At times therefore, the language and writing style is deliberately parochial. One fundamental objective
when writing these materials was not to seek to replace either a quantitative text on Management Science or a qualitative

text on Judgement and Systems Analysis — but to offer a helpful guide around these topics.

This text therefore has a simple structure and focuses upon those areas of personal interest and which have formed
the core of my taught classes; indeed most chapter materials are derived from my lecture notes suitably expanded and
with further reference to several key texts. There is therefore no attempt to offer an inclusive coverage of the range of
materials associated with the general topic of Management Decision Making. This text is intended to complement the
student’s wider reading and should be used in conjunction with more developed materials. The key areas focused upon
in this introductory material are then: The nature of decision making and modelling, data forecasting, probabilities and
probability functions in decision making, systems analysis of decision making (in particular Soft Systems Methodology),
individuals and cognition in decision making, the group in decision making and finally consideration to non quantitative

long term forecasting for decision making.

It is my hope, that this text may offer help to those students of this topic who maybe struggling with a fundamental

understanding of issues and if this is achieved once per reader, then the text has served a good purpose.
This text covers seven key topic areas which are broadly referred to in the relevant chapter headings:

1) Introduction and an overview of the breadth of the topic: Modelling decisions (Chapter 1)

2) Developing rational models with quantitative methods and analysis: Data Forecasting (Chapter 2)

3) Developing rational models with quantitative methods and analysis: Probabilities (Chapter 3)

4) Developing rational models with quantitative methods and analysis: Probability distribution and queuing
theory (Chapter 4)

5) Developing holistic models with qualitative methods and analysis: Soft Systems Methodologies (Mode 1 and
Mode 2) (Chapter 5)

6) The role of the individual in decision making: Heuristics (Chapter 6)

7) The role of groups in decision making (Chapter 7)

Key activities and exercises are embedded within the chapters to enhance your learning and, as appropriate, key skills

development. The chapters should preferentially be read in order, although they will standalone if you wish to dip into

the materials.

Download free eBooks at bookboon.com



Chapter 1

1.1 Effective Management Decision Making: Introduction

Management decision making is a seemingly simple title for a text or for study as a Business Management student or
manager. After all, we all make decisions every moment of our lives, from the trivial topics of deciding ‘what shall we eat
tonight?’ to more difficult decisions about ‘where shall I study for my degree?’. We tend to believe we make such decisions in
an entirely rational and logical manner and after considering the varying advantages and disadvantages of those outcomes.
Indeed, selecting options from a range of actions is at the heart of decision making and is probably one of the defining
characteristics of being an effective manager. However, if you start to question the motivations and reasons for decisions
taken, you begin to realise that trying to understand why a given action was chosen over another and whether it was a
‘good’ or ‘bad’ decision is actually a complex and difficult task. This questioning highlights the inherent difficulties in

identifying clear and agreed criteria against which an ‘effective’ decision can be judged independently.

If you are a student, think about the decision you made about in choosing which university or college to study with. If
you are a manager then consider your chosen career path - what criteria did you use to make this decision? Why did you
choose these criteria? Did you evaluate the advantages and disadvantages of all those criteria and their impact upon all
possible choices of universities (or careers)? How important was the influence of your family or friends? Did you question
any assumptions about those universities (or career paths)? And so forth... You soon realise that despite the fact decisions

are made by individuals and groups regularly, understanding them and anticipating them is not an easy task.

This text aims to give you an understanding of the reflective skills necessary for effective decision making, and also an
insight into how to better manage those with whom you work and live, in both a qualitative context (trying better to
understand people) and a quantitative context (trying better to work with data and numbers). It is based upon several
years of devising and delivering a Decision Making course for final year students in varying Business Degree programmes

and in trying to grapple with the inherent duality of the topic for students.

1.2 The Duality of Decision Making?

It should have become clear from reading the first page that the topic of decision making has two distinctive foundations —
a quantitative and a qualitative focus. This is indicative of a relatively young management discipline and one that has deep
roots in operations research and statistical analyses (Harrison, 1999). This is also reflected in the range of texts written on
this topic but which generally are either of a quantitative or qualitative nature. A few authors have tried to integrate and
popularise the two foundations, but these materials are not easily accessible. Some of the better known teaching texts on

this integration are noted as:
o Jennings D. and Wattam S.,(1998), “Decision Making: An integrated Approach’, Prentice-Hall

o Teale, M., Dispenza, V., Flynn ]. and Currie D.,(2002);Management Decision Making: Towards an Integrative
Approach’, FT-Prentice Hall.
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Effective Management Decision Making Chapter 1:

One of the ways in which management decision making has been analysed, is to consider process concerns. For example,
Harrison (1999) and Olson (2001) outline several perspectives on management decision making which reflect different

priorities within the processes of making decisions (as an individual judgement). These are:

« An integrative perspective (or rational normative) which argues that an effective decision is constructed
from the successful performance of each step in the overall process (a belief which is used to frame
qualitative discussions in this text)

o An interdisciplinary perspective which looks to both behavioural and quantitative disciplines to understand
and explain decision making (this is also a focus in this text)

« An interlocking perspective which recognises that the engagement of one perspective to view decision
making (such as a cognitive focus where individuals have bounded rationality (see Chapter 5)) necessarily
limits the use of other perspectives (such as quantitative methods)

« An interrelational perspective (or a cause-effect view), where decisions taken are interrelated across
organisational events, in pursuit of an organisational goal. As an example, we note shortly in Box 1.2, the

interrelational decision making of Nokia.

These perspectives are also reflected in the large variety of texts and materials that are available. For example, a quick review
of Amazon’s inventory of existing (and future unpublished) titles on ‘Management Decision Making’ in the ‘Management’

category notes the following publications themes:

4500 7

4000 A

3500 A

3000 A

2500 A

2000 A

1500 A

1000 A

500 A

Figure 1.1: A count of the themed titles in Management Decision Making
Source: Amazon (2011)
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Effective Management Decision Making Chapter 1:

If these themes are then grouped into their quantitative and qualitative foci, the following summary figure is generated:

B Qualitative

B Quantitative

Figure 1.2: Volume of titles that focus upon either qualitative or quantitative management decision making
Source: Amazon (2011)

The qualitative focus in Decision Making then dominates the focus of published text materials, despite the original
quantitative roots to the discipline. However, from a systems perspective (see Checkland, 1981: 1990 for example), which
seeks to view the holistic nature of a problem (the problem domain), we know the quantitative focus is also important
and should not be ignored in the development of management skills in decision making- so that a problem can be fully

understood too. Therefore this text also considers (some of) this breadth to present a fuller picture to the reader.

Fuller and Mansour (2003 ) citing Lane et al (1993) present an overview of this breadth and outline 13 distinctive quantitative

decision making methods that have evolved in the operations management and research literature. These are:

1) Decision Analysis*

2) Linear programming models
3) Game Theory models

4) Simulation models*

5) Network optimization models
6) Project management models
7) Inventory models

8) Queuing models*

9) Dynamic programming

10) Integer programme

11) Non linear programming models*
12) Forecasting models*

13) Markov Decision models*

The (¥) denotes there is a focus for these methods, in this text.

12

Download free eBooks at bookboon.com



A difficulty for students when faced with these methods, is being easily able to relate them to a business context and to
view them as management tools (rather than in the abstract mathematical sense (Fuller & Mansour, 2003)). Certainly this
reflects personal experience, having observed this with many students over the years. Part of this difficulty, is that whereas
these methods are solution oriented with specific techniques and skills to deploy, rarely are actual business problems so
neatly prescribed and packaged, especially in smaller organisations. Effective decision making is also therefore about being
able to adapt and reflect upon the process and tools chosen to aid the decision making process. A student or manager
who is able to adapt a modelling method to address a management decision, is exhibiting problem solving, judgement
and foresight skills. This does of course not necessarily mean that the solution is or will be correct, but demonstrates that
the manager is not a slave to a dogmatic use of a given method. Used in this way, these methods may also help improve

the clarity of a problem and may also lead to further qualitative analysis prior to an effective decision being reached.

Harrison (1999) argues that the scope of decision making begins with the individual (chapter 6), which follows from the
preceding discussion too. Individuals can then work together in groups and/or teams, depending upon the context of the
organisation and its micro and macro environment. In this text we focus upon both the individual (chapter 6) and the
group dynamic of decision making in particular (chapter 7). In the context of the former, we will discuss the inherent
bias and limits of individuals involved in decision making, whilst in the latter we discuss how a group dynamic can also
strongly influence the independence of both the decision making process and its outcomes. Organisational influences are
apparent in both individual and group decision making activities, as they evolve and change in an interdependent fashion
with them. As Cohen et al (1972) asserts the convergence of necessary resources, individuals and information to resolve a
problem or choose between process outcomes is rarely optimal in organisations - this is described by their Garbage Can
model. In this model —typical of organised anarchies - the availability of solutions, their selection and implementation
to resolve problems increasingly reflects the vagaries of the availability of resources and their analysis. Complexity and
ambiguity increase to an extent that it can result in the breakdown of a guiding and structuring rationality and decisions are
taken which can, upon fuller and richer reflection, be seen to be very poor (Langley et al,1995). As an example, Hollinger
et al (2007) discuss how the newly appointed CEO of the Alcatel-Lucent group merger, who, through her absence at
subsequent important decision making meetings, resulted in actions being agreed which further exasperated the recent
merger’s corporate position and shareholder belief in the weak value of that entity. Decisions were not optimal in their

corporate context, undermining the strength of the organisation and ultimately of the CEO (see Box 1.1)
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Box 1.1 : Alacatel -Lucent and anarchic decision making(2006-2008)

An expected appearance by the newly appointed American CEO of the merged Alcatel-Lucent company - Ms
Pat Russo - , was marred by cat calls, whistles and foghorns from angry French employees, upset at job cuts
organised by the outgoing CEO at the Alcatel-Lucent corporate meeting in June 2007. The response by the work
force towards the CEO, shaped the CEOs subsequent engagement with corporate dialogue and communications
within the organisation and especially in employment relationships. This is very much contra to the usual French
cultural context of making decisions transparent through dialogue within different levels of the organisation.
In addition, whilst approval for difficult job cuts within the organisation was given by Pat, she was also
critiqued for not being visible and forceful enough to push the job cuts through and show conviction with her
strategic focus for the organisation. Solutions were chosen and implemented to address and deliver upon the
corporate merger aims, but arguably without the necessary individuals being involved at the appropriate time.
This has negatively then affected confidence in the organisation and the merger. Perhaps more worryingly, the
foundation for the merger as a solution to address problems of increasing competitive strength in China and
rising to the increased challenges of large European firms such as Ericsson — overlooked other non-addressed
technological weaknesses (especially in mobile infrastructure). Anarchic decision making as described by the
Garbage Can model is therefore seemingly apparent in the manner of engagement of the CEO, the omissions
in the analysis of the competitive positioning of the merged organisation and that internal departments in
the merged organisation were also found to be bidding against themselves in the same contract tenders.
Furthermore, part of the difficulty in making and communicating decisions within the merged organisation,
has been that the senior management team and their decision context, has had to reflect an apparent ‘merger
of equals’ despite the reported observations, that Alcatel defacto acquired Lucent. Both Pat Russo and the (non
executive Chairman) Serge Tchuruk subsequently resigned in late 2008, following further profit warnings and
a disappointing corporate performance of a 60% fall in the value of Alcatel-Lucent stock in 2008.

Sources: Adapted from Aston (2008): Hollinger et al (2007)

1.3 Types of Business and Management Decisions

Organisational decisions can have different characteristics, which shape how they can be understood and resolved by
managers. Structured Decisions — are decisions where the aim is clear (i.e. the purpose of the decision to be taken is
unambiguous, easily defined and understood). Structured decisions therefore follow a series of logical and rational steps
in a clear progressive order. This is often labelled as a normative method of decision making (Jennings & Wattam, 1998)
or a Rational model (or RAT model) (Lee & Cummins, 2004). For example, an organisation decides it needs to know
more about Company X. To compile this information, it may decide to consult newspaper archives, or conduct market
research. In other words, it deploys known and tested methods to progress the problem so that the organisational decision
makers are then able to make a decision regarding preferred outcomes. Equally, as a manager of an organisation, there
might be a need to schedule the work rota for the next 6 months to ensure sufficient resources are allocated to different
jobs. In such cases, information will be available, on hand and manageable. These are structured decisions where the aim

is clear and there are varying and well understood methods open to address the aim.
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Unstructured Decisions — by contrast, for individuals and organisations, are decisions which are unclear, ambiguous and
poorly understood by participants. It may be very difficult to compare outcomes and their relevant benefit for individuals,
the value of required information to resolve the problem or opportunity, may be difficult to assess. For example, Nintendo
would have faced many uncertainties in their launch of the Wii console, which would have included high levels of ambiguity
about the key market focus and its social impact. We know latterly of course, that this was in fact significant for its success

as it broadened the socio-demographic base of gamers significantly.

Programmable decisions are types of structured decisions which follow clear, delineated steps and procedures. They can be
repetitive and routine (Harrison, 1999). Similarly, a non —-programmed decision for an organisation can be said to occur
where there are no existing procedures or practices in place to resolve the problem or address the opportunity. Sufficient
reoccurrence of non programmed decision outcomes, can of course then generate a programmed organisational response
to given situational stimuli. For example, when Honda first entered the US marketplace in 1958 with their 4 motorcycle
types (which differed primarily by engine size), the different and changed uses of their vehicles by American buyers — who
had long open roads which could be travelled at high speed, was in marked contrast to the congested Japanese and Far

Eastern cities and road network. This created a problem with no programmed response by the organisation.

The larger engine motorcycles had been the focus of sales attention by Honda (given the presumed market for this type of
vehicle) but their extensive and unpredicted use in the American marketplace resulted in unforeseen mechanical failings.
With no existing policies or practices to address the problem, new practices were developed (in this situation - shipping
the faulty engines back to Japan and using the smaller engine motorbikes) (Pascale, 1988). Latterly, the smaller engined
motorbikes proved to be a great unexpected commercial success and laid the foundation for Honda’s subsequent market

dominance. Market evaluation and product development emerged as stronger factors of the decision to enter new markets.

UNLEASHING
INNOVATION IN
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Decisions also occur at different levels in an organisation — and those decisions can also be of different types. For example,
strategic decisions are generally concerned with the most appropriate use of organisational resources for a given preferred
competitive goal. They usually have some form of structure (i.e. the organisation may know what resources it has or
can access through an internal resource audit), but also will carry uncertainties (such as the assumptions about how the
buying behaviour of the customer might develop over time). Changes in these assumptions might then change what is
produced, where, at what price and for whom, for the organisation. Tactical decisions are the actions which follow (and
are required to be achieved) the strategic decision. We might say that whilst a strategic decision determines what the
organisational purpose is or could be, the tactical decisions follow in determining what needs to be done to achieve this
goal. For example, an organisation might decide strategically, that entering the Indian market with an existing product
is appropriate, whilst the tactical decision might be to decide between an export focused approach or local (in country)
manufacture by building a new factory or finding local production partners. Operational decisions finally, are short term
and responsive actions. For example we could consider the hierarchy of decision making here as (and which continues

from the preceding discussion):

« Strategic Decision (or a Corporate Strategy) — such as for example, the decision to enter the Indian market
to support organisational sales growth of 5% per annum

o Tactical Decision (or a Business Strategy) — such as for example, to decide between export led market
expansion or locally producing the product

o Operational Decision - such as for example the decision to hire more expatriates (or local staff) to deliver

and manage either the export or local production operations.

Box 1.2 presents a summary of recent strategic decision making taken at Nokia to illustrate this hierarchy of organisational

decision making and levels of management decision making.

Box 1.2: Taking big decisions at Nokia

Stephen Elop, who joined Nokia as President and CEO in September 2010 from the senior staff of Microsoft
- is faced with a significant amount of uncertainty and ambiguity in determining the future strategy of the
company. With a rapidly declining market share in developed markets (where Google’s Android and Apples
iPhone have heralded the invasion of SmartPhones) and a weakening competitive position in emerging markets
(such as India), the decisions he is taking are significant for the survival of the organisation. In February 2011,
he issued his famous ‘burning platform’ memo and canvassed 3 questions to all Nokia employees: The ‘burning

memo’ document presented a clear and simple analogy for Nokia employees:

“There is a pertinent story about a man who was working on an oil platform in the North Sea. He woke up
one night from a loud explosion, which suddenly set his entire oil platform on fire. In mere moments, he was
surrounded by flames. Through the smoke and heat, he barely made his way out of the chaos to the platforms
edge. When he looked down over the edge, all he could see were the dark, cold, foreboding Atlantic waters.

“As the fire approached him, the man had mere seconds to react. He could stand on the platform, and inevitably

be consumed by the burning flames. Or, he could plunge 30 meters in to the freezing waters. The man was

standing upon a ‘burning platform’, and he needed to make a choice.
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“He decided to jump. It was unexpected. In ordinary circumstances, the man would never consider plunging
into icy waters. But these were not ordinary times - his platform was on fire. The man survived the fall and
the waters. After he was rescued, he noted that a ‘burning platform’ caused a radical change in his behaviour.
“ (Hill, 2011:14).

The three questions posed to Nokia employees were:
“What do you think I need to change?”

“What do you think I need not or should not change?”
“What are you afraid I'm going to miss?”

Mr.Elop subsequently announced a strategic decision to create a joint venture with Microsoft and adopt their
Windows operating system to power their new smartphones.. It offers tactically both leveraged branding for
Microsoft and Nokia in both developed and emerging markets but moreover still requires Nokia to make the
operational decision of maintaining their support for their inhouse Symbian and Meego platforms, to finance
the transition of the company. A large challenge given the extensive history of organic and in house technological

development and the corporate culture this has developed.
You might wish to consider these questions for discussion and further research:

1) What were the decisions taken by Stephen and what were the defining features of those decisions?
2) What was the process Stephen used and why, to take those decisions?

3) What are the risks associated with these decisions?

1.4 Who is involved in Decision Making?- The Decision Body

It is a common belief, when trying to understand decision making, to view it as equivalent to problem solving (Harrison,
1999). However, it must be remembered that decisions are often taken without a clear problem being resolved or driving
the decision making process. For example, whilst Stephen Olap (see Box 1.2) may have been trying to solve a strategic
problem with Nokia (a declining competitive market share in that instance), the mechanisms and actions (tactical and
operational decisions) that resulted from that decision, were not necessarily being driven by that problem (as other choices
could have been made). Clearly decision making and problem solving are related, but they are not interchangeable terms.
Decision making occurs when a judgement must be made between the merits and demerits of different choice processes,
whereas problem solving generates the choice processes in the first place (Harrison, 1999). In presenting an overview of

decision making, we can also then begin to consider the antecedent environmental factors that shape decision making.
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Effective Management Decision Making Chapter 1:

Teale et al (2003) propose that decisions, of the type discussed, are made by a decision body in organisations. These are the
individuals, collective groupings and other stakeholder entities that actively shape the decision making process. Some care
should be taken regarding who or what may constitute a valid stakeholder for an organisational decision. Whilst Freeman
(1984) originally identified organisational stakeholders as all those who are affected by an organisational decision, this
latterly has come to be viewed as too large to be a useful (or a managerially practical) definition. Mitchell et al (1997) and
Escoubes (1999) offer more focused insights on who might be a stakeholder and therefore constitute an active member
of the organisational decision body. We can start this deepening of our analysis by recognising that decision making

implicitly exhibits the power to select from solutions, often regardless of other actor preferences and influences.
Mitchell et al (1997) then propose that stakeholders can be identified through three interdependent features of influence:

1) Their level of power and authority — for example how easy is it for a stakeholder to influence a firm’s
decisions (consider the different likely power relations for a firm when working with a single customer vs
a regulatory authority or as reported by Pickard (2007) the conflict between resource constrained local
authorities and the legal team of property developers who are by comparison much better resourced and

able to exert significant influence upon the outcomes of for example, planning applications)
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2) Their level of legitimacy - what is the social and moral authority of the stakeholder when using its influence
to shape a firm’s decisions (consider a pressure group lobbying on behalf of homeless people vs Rotarian
society lobbying on behalf of improved parking spaces or as reported by Wolf (2004) on geopolitical
changes in the legitimacy of decision making and the controversial changes to US foreign policy especially
under the Presidency of George Bush (Jnr), viewed by some observers as resulting in a decline in the
legitimacy of the US to effect global geopolitical changes. Its decline heralds from a perceived weakening
of international law, a decline in the acceptance of consensual decision making and moderation and its
weakened position with regards to an ideology of preserving the peace).

3) Their level of urgency — what is the stakeholder’ level of immediate implication in the firm’s activities
(consider a local archeaology groups’ protests about developing an historic property vs developer’s desires for
access to the land or as reported by Bing & Dyer (2008), the changing economic face of China and growing
wealth is helping both official and unofficial local representation groups to challenge the development of

nuclear power and energy stations).

A stakeholder which combines all three attributes can be said to have a high level of saliency for the decision body.

However, it is important to also note the dynamic nature of the decision body. It is not a static or passive collection of
individual(s) and/ or group(s), but a body that changes and evolves through new knowledge of the problem or decision
to be made, or through the problem itself changing. Escoubes (1999) succinctly reflects on this by also recommending

that appropriate stakeholders for the decision body can be identified by:

1) A regular analysis of who stakeholders are and might be (for example monitoring market trends, new
technologies and their development, changes to the regulatory environment of the organisation - all of
which might be typical of the triggers which change the relevance of a given stakeholder through the
Mitchell et al (1997) criteria discussed earlier).

2) Selecting those stakeholders critical to the organisation and problem at hand - which stakeholders evidence
a high level of saliency for the decision body.

3) Consulting with these stakeholders - to identify their needs/wants

4) Assessing how compatible they are with the firm’s preferred decision outcome

5) Establishing appropriate systems to meet those needs which fit with organisational and stakeholder needs

This focus however only includes the human input. We cannot neglect the non-human input in the decision body, which
may constitute the relevant data, information and knowledge. The decision context is therefore the environment within
which the decision body acts. It captures the situational context, pressures and expectancies that have shaped the decision
body and the processes and forms of outcomes. To illustrate the competing tension and issues in management decision

making with multiple stakeholders, Activity 1.1 applies a simple version of the Mitchell & Escoubes framework:

Activity 1.1: Consider the following scenario: An international firm is considering the most acceptable method of
introducing, building and managing a new windfarm site, on an elevated area, to the north of your town and which
would be visible from most parts of that town. Amongst the range of possible stakeholder’s which would constitute the
decision body, you have identified the following as potentially important in the decision making process associated with

the windfarm.
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« Stakeholder 1: Local residents pressure group
o Stakeholder 2: Local Authority

The decision context includes the following situational factors that might be deemed appropriate evaluative features:

Nature = The alignment of the windfarm to the purpose of the organisational stakeholder and its core interests in this

firm’s decision

Identity = The extent to which the stakeholder is associated with the culture and context of the area in which the decision

is to be taken (spatially)

Scope = The extent of the breadth of interests the stakeholder has in such firm decisions

Now - working with a partner, consider the cross impact of each situational factor with the power, urgency and legitimacy
of each stakeholder as you perceive them. Score each criteria against each feature to determine the most important

stakeholder in this decision making activity. Use the following scale to help your decision making:

+ 0-4 - no clear influence on the decision making of the firm
+ 5 - influence (but neither strong / nor weak)

o 6-10 - a clear influence on the decision making of the firm

Stakeholder criteria Stakeholder feature
NATURE IDENTITY SCOPE
POWER
LEGITIMACY
URGENCY
Totals

Q1) What does this activity and your findings tell you about management decision making here?

Q2) What features and factors would add a temporal focus to the decision making here?

Models of Decision Making

The normative model of decision making (also described as the rational model (RAT)), offers a starting point to try to
understand the process of decision making through the decision body and context. It remains an important foundation
for a variety of social science and humanistic disciplines including leadership studies (Vroom & Yetton, 1973), economics
and rational choice theory (Levi, 1997: Scott, 2000). This model assumes that all relevant and pertinent information
is available to the decision body in a supportive (and unconstrained context), to allow optimal decisions to be taken,
through a consideration of all potential outcomes (which themselves can be known and understood in advance) (Lee and
Cummins, 2004). In the case of economics for example, this may be a comparative cost —benefit analysis. Key stages in

this approach might then be described as:
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o Define the problem (what is it that needs to be determined?)

o Determine the evaluative criteria (efficiency? efficacy? morality?)

o Identify all possible solutions (the range of actions which result in the achievement of the problem aim)

o Judge the achievement of the outcomes of these solutions against preferred criteria and problem aim (which
solution works best by the relevant criteria)

o Choose the optimal solution
Figure 1.4: Key RAT elements of decision making

Such models can though be as simple as the testing of outcomes against a preferred goal (i.e. consider again the question of
which travel option to take to get to the University or to work, which ensures you are able to be in class before class starts)
(Baron, 2004) or can be involved with multiple evaluative criteria being used. As Baron (2004) further notes decisions
are taken to achieve preferred goals according to decision body values. In some cases, they may also be subservient to

other decisions taken - and in those cases we can focus upon decision analysis and probability outcomes (see Chapter 3).

We can also consider the act of ‘non decision making’ that is often exhibited by individuals and organisations, as part
of this text of decision making. Non Decision making as defined by Lukes (1974) refers to the control of the agenda for
discussion regarding an issue or problem. It is a form of power and decision making influence that denies discussion to

participants who are unaware of their decision making constraints.
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Whilst appealing as a model of decision making which articulates clearly delineated stages and direction, the RAT model
does raises significant concerns - particularly regarding the nature of rationality for individuals. There is the assumption
that there is a single best outcome, that the decision body is able to make a decision and select that optimal outcome
when in practice, the availability of necessary information and understanding of outcomes is very difficult to gather and/
or determine. A further assumption is that the decision body possess the necessary judgemental and interpretative skills
to be able to analyse and use available data. Ahmed & Shepherd (2010) give the illustration that creative managers, who
are able to generate novel solutions to problems, do so through a combination of situational pressures (the problem to be
addressed), experience and skills. Therefore the rational model seems to be an inadequate explanation of how the decision

body can take decisions because of their varying contexts and individual interpretations.

Before considering the complementary discussion on non-normative / non rational models further - it is helpful to
illustrate the differences between alternative decision bodies through an example. Pirsig (1974) wrote an influential and
well known (novel) text entitled ‘Zen and the Art of Motorcyle Maintenance’, which gives an account of the author and
his dual philosopher identitys’ cognitive journey across Northern America. Amongst many issues discussed, the author
identifies different forms of rationality in individuals (in this context between travelling companions on the cross country

journey (John and the author)). Consider the two quotes below:

1) “This old engine has a nickels-and-dimes sound to it. As if there were a lot of loose change flying around inside
it. Sounds awful, but its just normal valve clatter. Once you get used to the sound and learn to expect it, you
automatically hear any difference. If you don’t hear any, that’s good. I tried to get John interested in that sound
once, but it was hopeless. All he heard was noise and all he saw was the machine and me with greasy tools in
my hands, nothing else. That didn’t work. He didn’t really see what was going on and was not interested to find
out. He isn’t so interested in what things mean as in what they are.” (Pirsig, 1974: 59)

2) “When he brought his motorcycle over I got my wrenches out but noticed that no amount of tightening would
stop the slippage [of the handlebars], because the ends of the collars were pinched shut. “You're going to have to

shim those out” I said

“What’s a shim?”

“It’s a flat thin strip of metal. You just slip it around the handlebar under the collar and it will open the collar up,

so it can be tightened again”

“Oh” he said. He was getting interested. "Good. Where do you buy them?”

“I've got come right here”, I said gleefully, holding up a can of beer in my hand.

He didn’t understand for a moment. Then he said, "What, the can?”

But to my surprise, he didn’t see the cleverness of this at all. In fact he got haughty about the whole thing” (Pirsig,
1974: 60)
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In both quotations, two forms of rationality, or how individuals perceive the values of their environment differently are
presented. Pirsig himself described these as classic and romantic views of rationality — where the classic view sees the world

(and problems therein) mechanistically whereas the romantic view sees the world (and problems therein) aesthetically.

Reconciling such divergent forms of rationality therefore is an aim of understanding decision making. The RAT model is
limited and focused upon one form of rationality, whereas its opposite on the decision making spectrum, focuses upon for
example human values, emotions and bias (see for example heuristics) (Lee and Cummins, 2004: Tversky and Kahneman,
1974:81 see chapter 6). Heuristic decision making methods are non optimal, but focus instead upon how decisions are
made when specifically the decision body lacks depth and detailed information pertaining to the problem at hand. We

will consider these in more detail later in Chapter 6.

Perhaps most famously, Herbert Simon in 1951 introduced the concept of bounded rationality. When we consider
the rationality of individuals, we can understand this either through a normative approach (the structured and process
oriented mode discussed earlier) or we can adopt a descriptive approach (from which latterly has emerged the work on
heuristics. Rationality in both cases describes the subsequent behaviour of individuals, in different decision contexts, to
achieve their preferred goals. Bounded rationality articulates the view that individuals are limited information processors
with constrained abilities and access to information. Decisions are therefore by definition, suboptimal, but also will vary
between individuals in the same decision context. As a human (and management) topic, this is of great interest — with
for example studies on serial and portfolio entrepreneurs and in what ways are their behaviours different from nascent or
non entrepreneurs (for a detailed exploration see the work of Carland et al, 1997: Westhead & Wright, 1998: McGrath &
MacMillan, 2000). An increased focus upon cognitive theories of decision making is also evident in recent management

studies (Rogoff et al, 2004: Mitchel et al ,2007).

Let’s explore this issue a little bit more with Activity 1.2. Do you think for example that the decision making cognitive
processes are different for entrepreneurs and non entrepreneurs? Mitchell et al (2002:4) defined entrepreneurial cognitions
to be: “the knowledge structures that people use to make assessments, judgments or decisions involving opportunity evaluation
and venture creation and growth”. Rogof et al (2004) have explored the extent to which entrepreneurs and non entrepreneurs
(in their case they focused upon pharmacists in New Jersey) attribute their commercial success (or failure) to factors of
their environment (over which they have no control (an actor-observer bias)) or to internal factors of skill and effort
(to which they have varying levels of control and failure is therefore externalised (a self serving attribution bias)). They
concluded that entrepreneurs were more likely to judge their success as a result of individual efforts and controllable
factors on their environment, than non entrepreneurs - although gender variations and the impact of experience was also
a notable factor upon the attribution bias of the entrepreneur. A simplified version of their data collection questionnaire
method is given in Activity 1.2 below and some sample answer data from MBA cohorts from Muscat and Singapore has

been provided for comparative discussion.
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Activity 1.2: Entrepreneurial Decision Making

The following questions can be answered and scored individually, although it is more interesting and useful
to gather collective responses (from your class). As you answer, make a note of your score (per question) so
that you can then work out your means for questions which have a self serving attribution bias and those
for an actor-observer bias). IN answering the questions — choose from the range of 1-4 so that: 1=Strongly

Agree, 2=Agree, 3=Disagree, 4=Strongly Disagree.

Do you feel individual characteristics contribute to business success?

Do you feel management issues (e.g. Effective organisation, skills) contribute to business?
Do you feel financing issues contribute to business success?

Do you feel marketing activities contribute to business success?

Do you feel HR issues contribute to business success?

Do you feel economic conditions contribute to business success?

Do you feel competition contributes to business success?

Do you feel regulations contribute to business success?

Y % Nk »w =

Do you feel technology contributes to business success?

—
o

. Do you feel environmental factors contribute to business success?

—
—

. Do you feel individual characteristics impede business success?

—_
[\S)

. Do you feel management issues impede business success?

—
w

. Do you feel financing issues impede to business success?

—_
'S

. Do you feel marketing activities impede business success?

—
[9)]

. Do you feel HR issues impede business success?

—
=)

. Do you feel economic conditions impede business success?

—
N

. Do you feel competition impedes business success?

—
o2}

. Do you feel regulations impede business success?

—
Ne

. Do you feel technology impedes business success?

[\
(=)

. Do you feel environmental factors impede business success?

Determine your means for your answers for the following question combinations:-

o An I(Internal Attribution) to success for questions 1,2,4,5,11,13,14
o An E(external Attribution) to success for questions 3,6,7,8,910,12,15,16,17,18,19,20

Compare your mean with the collective means for questions noted and then reflect on them with the data given below.

Depending upon the E/NE you will be able to compare your mean with the class mean and the extent to which you could
attribute your entrepreneurial success/failures. A low score for I suggests you are more likely to attribute your success to
factors over which you have control whereas a low E score suggests you are more likely to attribute your success to factors
over which you have limited control. Comparative data from two MBA cohorts (25 in each grouping) from Singapore
(November 2009) and Muscat (December 2010) -gave the following data, which suggests that Muscat students were
slightly more likely to view their environment as having a more significant role in shaping their (potential) entrepreneurial

success than Singaporeans.
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Singapore: (I) mean = 1.94 and (E) mean = 2.081

Muscat:(I) mean = 1.946 and (E) mean = 1.989

We have noted that Ahmed and Shepherd (2010) have also proposed that entrepreneurial creativity requires the confluence
of individual skills, sector knowledge and an understanding of a problem and opportunity. The decision context then
seems very important for an entrepreneurial decision and actions to be taken. It is also interesting to note from Gillson
& Shalley (2004) that individuals who are placed in a team situation with the expectation of taking creative decisions, are

able to fulfil this expectation more so than if this expectation was not made.

So, the decision body, the decision context and purpose are multilayered concepts which can accentuate different
individual and situational factors. The RAT model offers a starting point to begin to understand the processes of decision
making but is neither sufficiently holistic for the purposes of this work, nor does it reflect the reality of human decision
making. It lacks the breadth of possible modes of decision making that individuals can engage with (Langley et al, 1995).

To identify a better starting point — and one which allows for and can integrate more decision making factors, the three

phased model can be adopted (see Jennings and Wattam (1998) for example).
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1.5 The three phased model

In moving beyond the RAT model (see figure 1.4), the three phased model (Simon, 1960 cited by Langley et al 1995: Jennings
& Wattam, 1998), is comprised of — problem identification (intelligence - identifying issues that require improvement and
decisions to be made), solution development (design - inventing, developing and analysing possible courses of action) and
solution selection (choice - selecting from the available and presented solutions). Clearly, the latter two parts of this model
refer to the choices made by managers — and hence this is the decision activity. The Problem Identification (PI) refers to
evaluating the information and knowledge about a problem or opportunity and in doing so seeking to add structure and
clarity to the subsequent decision making stages. We also recognise that solution development and solution selection are
not going to be the separate cognitive processes they are presented as in the RAT model. It is more practical to recognise

that they overlap and can occur as simultaneous processes.

A

Figure 1.5 - Moving beyond RAT

In this sense, the phased model rejects any kind of optimally economic outcome (that the best returning decision can
be made (in whatever is of value to the decision maker)), but does retain some cognitive structure and order as to how
decisions are made and can be evaluated (Langley et al, 1995). Clearly, there are still concerns about to what extent this
phased approach is also valid cognitively (for example, where an organisation may lack a clear objective that informs the
preferred range of solutions from which to judge and select), but it is a popular way of giving structure to the evaluation
of the decision making process. The further to the right on figure 1.5, the greater the focus upon what has been termed
procedural rationality (Lee & Cummins, 2004) - in other words, that human decision making becomes one shaped
both by cognitive processes (from the 3 phased approach) but also by contextual and situational pressures. Generally,
business decisions are assumed to reflect key attributes of the RAT model - that individuals are driven and motivated
by self interest and that systems operate best when they have minimal external direction and control (Olson, 2001). As
individual interests often vary and may not converge, governance systems are created (such as establishing budget holders
and committees maintaining oversight over some organisational function)- which then add a cost to that organisation.
The pursuit and belief in RAT models of decision making therefore incurs a competitive cost for organisations unless of
course an alternative and localised form of rationality can emerge in and between organisations (such as ‘strong’ trust)
which negates the need for overt governance control procedures and policies (Barney, 2007). Critiques of the RAT model

are commonly known but feature the following observations (see Olson(2001) for a fuller discussion):
» Not all decision variables can be controlled by the manager

o That manager’s decision making preferences for chosen solutions cannot be understood by examining those

solutions alone
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» Manager’s welfare and hence their choices made cannot be divorced from the welfare of others (see figure
1.5 and noting that taking decisions that are too self interested (at the expense of others) will constrain
future selection options as the ‘others’ seek to then constrain the manager and their decision making
options).

o Individuals and managers can and do exhibit altruism

o The value attached to choosing between preferred outcomes and actions is not consistent between different
managers and individuals.

o That the individual is not necessarily the best unit of analysis for decision making or the determination of
decision making (we explore group decision making for example later in Chapter 7).

+ Organisations do not function rationally as decisions are not economically optomized.

So, the further to the right we travel in Figure 1.5, the greater the divergence from a normative rationality we observe in
effective decision making. Later in the text we consider how rationality changes to become highly interdependent upon
others when cohesive groups emerge in highly pressurized and often political contexts (chapter 7). We also consider how
differing situations and contexts give rise to different dominant rationalities for decision making - such as the take the
best (TTB) model of forced choice, the QuickEst model of value estimation or the categorization by elimination model
(Lee & Cummins, 2004) (see chapter 6 for a fuller discussion). Finally, Lee & Cummins (2004) seek to unify the spectrum
of rationalities in figure 1.5, by adopting one rationality which evidences different threshold levels of evidence to support

decision making (where for example, the RAT model requires all available evidence to be sampled).

To illustrate the importance of both the RAT model and other forms of rationality, Walker and Knox (1997) consider
how consumers make buying behaviour decisions when purchasing different types of goods. The research explored what
factors shaped an intention to buy newspapers, kitchen towels and breakfast cereals. The findings suggest that the greater
the level of personal involvement and preference with the good, the more this shapes the decision processes to choose one
good over another. Thus for newspapers, where personal enjoyment and content were identified as important, individuals
will expend effort in locating their preferred product type. This was not observed with the kitchen towels or breakfast
cereals, where despite a preference (or brand) being identified, the dominant rationality was not RAT based (i.e. users did

not evaluate all the local offerings from good providers) — but more reflected a TTB heuristic (or a satisficing outcome).

1.6 Summary

This opening chapter has outlined the context of this text and the breadth and diversity of the discipline of management
decision making. Importantly, there is an integral duality in the decision making process firstly — between the science and
art perspectives, which was latterly explored through a consideration of the different types of rationality which have been
observed and explored in decision making. This has extended from a normative rational view to an anarchic and heuristic

view. In the next chapter, the discussion begins to consider decision analysis and positivistic methods of decision making.

1.7 Key terms and glossary

Problem Domain - The scope of issues to be considered to resolve a problem so as to be able to then make a judgement.

Structured Decisions - Decisions where the aim is clear so that the purpose of the decision to be taken is unambiguous,

easily defined and understood.
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Unstructured Decisions — Decisions where the aim is ambiguous, opague and hard to understand.

Programmed Decisions - Decisions which follow clear, delineated steps and procedures.

Non Programmed Decisions - Decisions where there are no existing procedures or practices in place to resolve the

problem or address the opportunity.

Strategic Decisions — Decisions concerned with the overall direction and goal of an organisation

Tactical Decisions — Decisions concerned with actions which follow (and are required to be achieved) the strategic decision

Operational Decisions — Decisions with are concerned with functional activities that are necessary to be undertaken by

an organisation

Decision Body - Describes the decision makers (those who have an influence upon the exercise of judgement between

competing solutions to a problem).

Decision Context — Describes the situational factors shaping and affecting the decision body

Problem Identification - Is a key step in resolving a problem to be able to exercise judgement of identifying all relevant

and necessary information and data pertaining to that perceived problem.

Procedural Rationality — Describes how decision making is shaped both by cognitive processes, contextual and situational

pressures.
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Chapter 2

2.1 Developing rational models with qualitative methods and analysis: Data
forecasting

Chapter 1 introduced the broad themes of this text and the duality of decision making. This chapter encompasses the
RAT end of the decision making spectrum of decision models (Figure 1.5 Chapter 1) by focusing upon data forecasting.
In essence, data forecasting is based upon using historic data to understand and predict future data. There is therefore
great reliance upon measured outcomes which are then blended with some analyst subjectivity in choosing how to model

with that data.

When you come across the phrase - data forecasting — from a decision making perspective, it usually refers to time
series data (or other sequentially presented and gathered data). Within this data may also be other influences (such as
a recurring trend or a seasonality influence). Clearly, the conditions which generated that data (whether as sales by an
organisation over a 2 year timeframe or the rate of change of innovations in a given product for example), are important
in our confidence that whatever model we develop, will be robust and a reliable guide to future data from that context.
Within our analyses therefore we must also be concerned with the reliability, validity and verifiability of our forecasts,
which requires a consideration of the stability and longevity of the assumptions we made about that context. Hyndman

(2009:1) describes the role and function of forecasting as:

“Forecasting should be an integral part of the decision-making activities of management, as it can play an
important role in many areas of a company. Modern organisations require short-medium- and long-term
forecasts, depending on the specific application. Short-term forecasts are needed for scheduling of personnel,
production and transportation. As part of the scheduling process, forecasts of demand are often also required.
Medium-term forecasts are needed to determine future resource requirements in order to purchase raw materials,
hire personnel, or buy machinery and equipment. Long-term forecasts are used in strategic planning. Such

decisions must take account of market opportunities, environmental factors and internal resources”

In general, the methods presented in this chapter are focused upon short and medium term forecasting for managers
and moreover this text adopts the view of using projective forecasting for short term analyses and causal forecasting for
medium term analyses (these terms are discussed shortly). Longer horizon forecasting is outlined in chapter 7. However,
data forecasting is not just restricted to developing quantitative models (see chapter 3 for a further narrative on modelling),
which might naturally be assumed. Data forecasting can be both qualitative and quantitative. In the case of the former,
it can be interpretivist and subjectivist. This includes decision making methods such as the study of heuristics (strategic,
biological and behavioural decision making), variations on Delphi Decision Making and other futures analyses (such as
FAR (Field Anomaly Relaxation) from studies of strategy, market research methods, cross impact analyses and historical

analogy (to name a few)). These will be discussed in more detail in Chapter 7.
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Returning now though to the quantitative focus on data forecasting, we can differentiate between projective methods
of data forecasting (which are concerned with short term forecasts of the order of a few days or a couple of weeks (for
example, the restocking decisions of independent small grocery / convenience stores)) and causal forecasting (or
explanatory forecasting) which is concerned with longer future forecasting and which rather than rely upon the absolute
data to guide future decisions, is focused upon the relationships between the absolute data, which can be argued to more
robust and stable. In this chapter, we explore varying data forecasting methods, from simple averaging, through data
smoothing methods, linear and non linear regression and data decomposition. Multiple regression (with multiple (non
related) independent variables) will be presented in outline, although effective solutions to such problems are more easily

undertaken by using appropriate software.

2.2 Simple Averaging Forecasting

Time series data is typically sourced and presented in a chronological order. If the units of the progression are unclear,
then they may have to be transformed into a more appropriate format. In using such data to predict future trends and
future data, key questions to consider in their interpretation are whether such data would be representative of all trends
in that data, whether the model chosen to forecast future data will be also be able to reflect short term preferences and

whether the environment is stable (and to what extent) to support future forecasts.
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Forecasting methods are generally understood as comprising three generic types of modelling:

1) Smoothing - projective forecasting based upon the most recent historical data, to predict short term future
data. Typical methods of decision making include simple averaging, moving averages and one variable
exponential smoothing.

2) Trend analysis — can be projective and/or causal forecasting which considers both the recent historic data
and immediate future forecast, to generate the next future forecasts and modelling. Typical methods of
decision making include two variable exponential smoothing and trend smoothing.

3) Trend analysis with seasonal and/or cyclical influence - is usually focused upon classical data
decomposition and can encompass both linear changes in data and non linear changes in change, to generate

complex forecasting models.

The first smoothing method of simple averaging allows a manager or analyst to use historic time series data to determine

the next data in that time sequence. For example consider the two sequences below:

Series 1 98 100 98 104 100

Series 2 140 166 118 32 44

Both series 1 and series 2, have the same average (of 100) - but clearly from the range of data presented, you would have
more confidence with this forecast for series 1 data — why? The variance of series 1 is small compared with Series 2 and
hence the environment which generated this data is seemingly more stable and hence, predictable. We therefore have

more confidence in our future forecast for Series 1. Consider for example - averaging is simply described as:

T (X +X,+X,..X )

F(t+1) =
n

Where F(t+1)= future forecast in time period (t+1)
t= time (assumed to be current)
x = data for ith period (where i=1 to n)

n= number of data points in the averaging calculation
The variance in series 1 and series 2 is defined as the average of the squared differences from the mean, or:

T (x-x )

n

Variance =

Where x_ = mean of time series data sampled

x= ith data point in the time series data.
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Working through series 1 and series 2 — the variance for series 1 is 4.8 whilst that for series 2 is 2808! Aside from this
problem with both this method and these two data series, other concerns focus upon the response of this method to
changes in data (i.e. averaging over a large number of data values (a large n) will mean that the next forecast at (t+1) will
be slow to respond to changes in that historic data). Also there are potential trends arising from other factors shaping the

data (as well as how rapid those trends change) and noise in the data (which is hard to eliminate).

2.3 Moving Averages

Clearly using simple averaging and including ALL the data in that sampling can generate significant problems in terms of
forecasting responsiveness and accuracy (with large variances). One immediate improvement is to sample some, but not
all the available data in the time series dataset. The choice of how many historic data points are considered in the moving
average forecast (N) can be chosen depending upon the stability of the environment of the data and sometimes, reflect
a regular period in the data (i.e. the data may evidence a cyclical trend in the data and an effective choice of N can help

‘deseasonalize’ that data).The ‘moving average’ has the simple formula of:

D, ....IIN

F (t+1) = [D(t) + D(t—l) *eo. D(llO) + D(109) + (108)

Or (say for N=3) - F, =(D(t)+D(t-1)+D(t-2))/N

Where F | = forecast of a data value at time t

t+1)

Where D = data actually observed at time t

Clearly a moving average projective forecast for time period (t+1) is more responsive to changes in the historic data
(and for example, a smaller value of N increases the sensitivity of the response to changes in that data). This method also
allows the manager / analyst to also ignore some data. Conventions diverge on how to represent moving averages — within
datasets. One approach is to recognise that as an average, this forecast should be placed at the mid-point of those data

points sampled. Alternatively, the moving average forecast should be placed at the next point in time (i.e. t+1). For example:
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Table 2.1: Simple Comparative Moving Averages
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MS Excel offers additional tools and statistical functions to aid the analysis of data. These functions are accessed through
the ‘Data Analysis’ Excel Add In. For MS Office 2007 for example, this is added through the clicking the Office Icon (top
LH corner of the screen), selecting excel ‘options, then highlighting the radio button for ‘Analysis Toolpak] followed by
selecting ‘Go. Next select ‘Analysis Toolpak’ and click OK again. You will then find ‘Data Analysis’ under the Data menu
tab. Under this Data Analysis tool, there are a range of additional statistical functions available for use. This includes

‘moving averages.
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Populating the relevant cell entries in the Moving average dialog box (below) is straightforward. Where the input range
is the original historic time series data, the interval represents the number of data points over which you wish to average,
and the output range is the cells into which you wish the moving average calculations to be placed. You can also choose
to plot a chart of the moving average output and calculate the standard error (which is the difference between the forecast

moving average and the actual data observed for that time period).

Moving Average
Input %
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Cancel
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24 Exponential Smoothing Data Forecasting

Exponential Smoothing refers to a forecasting method that considers a different weighting given to both the most recent
forecast and the most recent historic data. It is a form of moving average forecasting but offers greater responsiveness
and noise reduction. In this sense, it reflects the ‘exponential curve’ although the exponential function itself is not part

of this analytical model.

Weight

Age af data

Figure 2.1: Representation of varying weighting of data

Much fewer data points are needed to support the next period forecasting compared with simple averaging or moving

averages. The calculation used is:
New Forecast = (a fraction of the most recent actual data)+(1-the fraction chosen) x most recent old forecast made

This can be written as:

F =aA +(I-0)F
F,=aA+(-0)F

Where:

o = weighted smoothing constant ( 0< « <1).
F = forecast for time period t
F ., = forecast for time period (t+1)
A = observed historic actual data for time period (t-1)

A | = observed data for time period t

Hence the selection of the smoothing constant, can make the forecast for the next period of time more or less responsive
to changes in the actual historic data observed - i.e. a large value for a makes the next forecast very responsive to
changes in that observed data, whilst a small value for a, makes the forecast relatively unresponsive, so minor variations
are ‘smoothed’ out of the forecast. It is convention to set the first forecast F, to be equal to the most recent data A, to

commence the forecasting process.
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For example, compare the two forecasts below (of airline passengers over a period of fifty years or so) to see the difference
between a large and small value of a. (The ‘square’ forecasts have been offset by one period to allow visual comparison of

their values with the actual data then observed).
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Figure 2.2 :Forecasts with a value for a=0.9
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Figure 2.3: Forecasts with a value for a=0.1

Clearly, when figure 2.3 is compared with figure 2.2, the magnitude of the responsiveness of the next period forecasts is
dampened and only broad trend movements in the data are captured. The selection of a for forecasts is generally subjective

(and usually chosen between 0.3 and 0.5) - but does depend upon the context within which the data is being analysed.

The exponential smoothing method as presented is not sufficient to be able to reflect in its forecasts any sustained underlying
trends in the observed data. It is responsive, to a greater or lesser degree to the most recent change in the observed
data - but is not able to continually reflect and model sustained increases or decreases in that data in its forecasts. As a
forecasting method therefore, it has value say for a small business wishing to determine what quantity of stock to buy
based upon what was sold last week, but in terms of trying to model how many sales of that same product may occur in
a year’s time, the modelling method is unable to project that far ahead with much confidence. As a medium to long term
forecasting method in this form, the method then has limitations - although it can be amended to address and recognise

underlying methods.

To address this weakness we can use a method called Holt’s Method (or Holt’s Linear Exponential Smoothing (LES))
(named after its inventor C. Holt in 1959) (Southampton University, 2011: Lotfi & Pegels, 1996). This is also sometimes
called double smoothing (as we are now concerned both with the most recent observed movement in the data and the
underlying trend in that data (i.e. a series of ‘external pressures’ which are acting to continually drive observed data down
or up)). Holt’s method is valid only though if you believe the trend shaping your observed data - is following a linear
relationship - i.e. proportional changes to inputs result in proportional changes in outputs (if you double your sales team,
you double their sales performance). Holt's method introduces a new exponential constant, generally labelled as 3. It has

the formula:

H =F +mT

t+m t+1 t+1
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Where:

H = is the forecast for time (t+m) = F_+mT,_
T o /3(F tl Ft) + (1- ﬁ)Tt
F_, =aD +(1- a)(F+T)

Hence o and f - are the TWO smoothing constants, m= number of periods in the forecast (i.e. number or periods which
reflect the trend (just as N was in moving averages)). Also as before to start the forecasts - set F ;=D and now T =0 -
with typical trial values for a and B (and starting with m=1). In this way, forecasts which follow both model any underlying

trend and can also be more or less responsive to observed data fluctuations about that underlying trend.

The data presented in table 2.2 (and previously used in figures 2.2 and 2.3) below is a sample of collected data for cumulative
air passengers since 1960. Here the actual date (in the left hand column) has been transformed into a cumulative quarter
count - to allow the forecasting method to work and treat the date as the X’ variable in a linear equation (we will discuss
the nature of linear equations shortly). In this example both a and B have been arbitrarily set to 0.3, t is set to zero initially

and m to 1 initially. Constructing the equations above into excel generates the forecasts below.

a=03 T(t) H(t+m)
1.00 112.00 0.00 0.00 0.00
2.00 118.00 112.00 33.60 145.60
3.00 132.00 116.20 24.78 140.98
4.00 129.00 127.26 20.66 147.92
5.00 121.00 128.48 14.83 143.31
6.00 135.00 123.24 8.81 132.05
7.00 148.00 131.47 8.64 140.11
8.00 148.00 143.04 9.52 152.56
9.00 136.00 146.51 7.70 154.22
10.00 119.00 139.15 3.18 142.34
11.00 104.00 125.05 -2.00 123.04
12.00 118.00 110.31 -5.82 104.49
13.00 115.00 115.69 -2.46 113.23
14.00 126.00 115.21 -1.87 113.34
15.00 141.00 122.76 0.96 123.72
16.00 135.00 135.53 4.50 140.03
17.00 125.00 135.16 3.04 138.20
18.00 149.00 128.05 -0.01 128.04

Table 2.2

The data in table 2.2 can then be plotted (where more x data (quarters) and y (passenger data) have been added). The

close fit of the forecast to the observed data is very clear by inspection of figure 2.4.
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Forecast
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A third iteration of exponential smoothing has been developed - sometimes called triple smoothing - and also known
as the Holts - Winter method (again after its founders from the 1950s) which not only accounts for underlying trends in
the observed data but can also respond to cyclical changes in data (i.e. it can model data which is apparently rising and

falling with a regular and observable period).
The Holts - Winter method has the following construction (Lotfi & Regels, 1996) - for a forecast W, _ at period (t+m):
W, = (F+mT).S,
(NB. The ? Symbol denotes multiplication)
Where F, is the smoothed value at time t, and is found by:
F =aA/S +(1-a)(F T)

el el
S, is the seasonality estimate at time t and is found by:

S=BA/F (1I-B)S_,
T,is the trend estimate at time t found by:

T =y(F-F ) +(1-y)T
So - as before, and building upon the preceding models:

a = simple smoothing constant
B = smoothing constant for trend

y = smoothing constant for seasonality

Let’s consider an example using the following data:

1 15.0
2 12.1
3 8.2
4 6.3
5 4.2

As before, to begin we arbitrarily select constant values between 0 and 1 and that the first forecasts reflect the most recent

actual observed data:

40
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a=04,3=03,y=0.1

m=4 (assumed gradient estimation)

As before, to commence the forecasting series, we set previous initial estimate of T, =0, F =D =15 and all previous S values

to 1 (S,=5,=S =S=1). Then for t=1, we can generate the following:

1 15 15 1 0

2 12.1 13.84 0.962283 -0.116

3 8.2 11.5144 0.913646 | 0.633495

5 15

6 12.8715
7 12.83524

Table 2.3 : Forecasted data

Once the correct formula have been set up in the cells of excel, it becomes relatively easy to copy and paste, to populate

the forecasted values.

2.5 Errors, accuracy and confidence

Before moving on to consider further forecasting methods, clearly the manager and student of business, needs some
understanding of which is the better forecasting method to use and why. The answer to this need is both quantitative AND
qualitative. Take note that it is relatively easy to use the simple error equation below to determine the ‘best’ forecasting
method by comparing the errors between forecasts made and data observed at any given point in the past — but that
does not necessarily mean that the better forecasting method is the one with lower overall errors. Scope for individual
managerial judgement and interpretation of the context in which decisions are taken, may not support or fit with a simple

mathematical argument.

So- we can broadly define ‘errors’ as the difference between the actual data observed and the forecast made for the same

time period (t). This can be described simply as:

The error at a given point time t is the difference between the observed data and forecast made for that same point in

time, t. It is obvious therefore that the mean error of a forecasting model will be:

Mean error=2E /nOR: =X [D - F ]/n

1
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Whilst this is an intuitive understanding of E | - clearly is has difficulties as it ignores the sign of any difference between
the forecast and observed data for time period t. When we consider E | we are primarily concerned with the magnitude
of difference between the forecast and the observed data. Hence it is more helpful to consider the modulus of the error as:
Mean absolute deviation error =X E  /n OR: =X [[D, - F ] |/n
OR:

Mean Square Error = X ([D, - ] )¥/n

Modulus refers to the mathematical operation of ignoring the sign of an integer and focusing only upon its magnitude.

We will consider more on errors and confidence in your modelling shortly.
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2.6 Causal forecasting (explanatory forecasting)

Unlike the projective forecasting methods presented so far, causal forecasting is concerned with the trends and relationships
between the observed data — more than the actual data value per se. These methods therefore are reliant upon arguably,
more modeling skill in identifying potential relationships in observed data (or expected relationships in data) which can
then be used to model and forecast. We start this process by considering generically, what type of relationships shape
our observed data. For example we have already met the idea of there being a trend in data (here called T) and that data
may also be shaped by some external regularity (i.e. a series of external factors which are observed through their regular
and repeated pattern of impacts on observed data - here called S - for seasonality (but do not think this ONLY means
the natural seasons!)). We also usually identify an underlying trend (here called U) to denote the commencement of our
data values of interest and ‘random’ noise (here called R) — which reflects minor variations in observed data subjected
to a myriad of market forces which act without coherency. Hence we need to consider 4 interdependent ‘forces’ acting

upon our data as:

U, - Underlying trend (where has our data begun?)
T, - Trend (how does each data relate to every other on a macro level)
S - Seasonal index (how does the data relate to each other on a micro level)

R, - Random noise or error (E)

The data observed for a given business activity (i.e. sales performance) is then argued to be determined by the interaction
of these 4 factors. If we can find mathematical ways of relating these 4 factors together that seem to replicate the observed
data, and which evidence low values for R or E, then we have a potentially valuable method of forecasting into the
future. It is important to note that as this approach is NOT concerned with the actual data to determine future forecasts,
only the derived and proposed relationships between the data, then these methods offer forecasting that can extend into

the medium term (as long as you believe the relationships between U, T,R and S remain valid assumptions to hold).

The use of this approach to modelling and forecasting is sometimes called ‘classical decomposition’ - in the sense that
as the modeller, you are seeking to identify and determine the different relationships between U, T, R and S. We start this
process by plotting the observed data we have obtained against (usually) time. This is helpful as it provides the modeller
with a visual reference as to whether variations in the observed data seem to resemble known mathematical equations.

For example:
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In figure 2.5, the four relationships of U,T, S and R are shown (note - R is a scaled up view of one of the peaks, showing
the minor variations in the data that form the apparent plot). S represents the seasonal trend in the data (where between
data points A and B the pattern of the data is repeated). Hence if there were 7 data points that constructed the pattern

between A and B, we could say that this data has a seasonality with a period of 7.

Before we go further with this discussion - it is appropriate to (re)introduce linear equations and their graphical

interpretation to you.

Linear relationships between two variables (say x and y) simply mean that if you double x, you double y or if you halve x
you halve y. A change in one variable results in a proportionate change in the other variable. In this way, usually we can
say that y is the dependent variable (as it depends on x) and x is the independent variable. Where we are concerned with

data forecasting of course, the x variable is usually time (t). So, back to basics and consider this dataset:

y 10 20 30 45 50 60 75 80 90
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A plot of this data yields the graph below:
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Figure 2.6

This graph is not surprising given the data. Can we quantify the relationship between t and y here?
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If we look at the data again, we note that y is a multiple of t (i.e. if you divide y by t you always get 10 as your answer).
Hence we could describe the whole range of data presented as y=10t. It is not hard to imagine then that if y was increasing
at a steeper rate we could result in a dataset described by y=10t+7 or if y was increasing at a slower rate, y=10t-7 and
so forth. Now the value (or coefficient) that precedes the independent variable (t) here is also known as the gradient of
the dataset (or the gradient of the line it ends up plotting). The gradient is a word that means the ‘rate of change in one

dependent variable when compared with its independent variable’ Hence we could also rewrite our equation as say:

(proportionate change in y (the dependent variable)) t +7

Y=10t+7 or =
Y (proportionate change in t (dependent variable))

This is usually written in generic form as Y=mx+C or in some texts (and here) as y=bx+a. These are called linear equations
because of this proportional relationship between the variables (which means their plots are always straightlines). We can
now re-consider figure 2.5 and note that T (the trend) is described by the gradient ‘b’ in a standard linear equation and
U, the underlying trend (i.e. where our data starts is described by a (or C)). If you are not sure of this just consider what

would happen when we set t=0 (i.e. at the start of the time for our linear equation) - clearly y=7 (or C or a).

If we believe therefore that in a given range of data presented to us, to expect to see a proportional change between two
variables (e.g. sales team size vs sales team performance), then we can think about using a linear equation to model the
relationship between our 2 variables (here in the case of sales team (the independent variable) and sales performance
(the dependent variable)). All we would need to do, would be to find the right ‘best fit' equation which gives the lowest

errors (see the earlier discussion on errors) to describe this relationship.

Now if we return to our earlier discussion, we described how seasonality ‘S’ was represented by a regular repeated
movement of data that has a defined period. This means that whilst a plot of sales team vs sales performance may have
a trend and an underlying trend, it may also show up and down movements around that trend (T). So for some data
points, the actual observed data may be higher than a trend line plotted through the data, whilst other data points would
be lower than a trend line plotted through the data. From a modelling perspective and in simple terms, if we want to use
a linear equation to describe the data’s movements in the past so we can use those same relationships in the future, we
must modify the linear equation at the right point in the seasonal period. Clearly, the seasonality - or the movement in
the data around the trend (T) can be constant (as it seems to be in figure 2.5) or could be increasing or decreasing with
the passage of time. It is important to always determine this early in data forecasting if you wish to use this method as it
will have an important bearing upon the accuracy of your subsequent model. When the seasonal movement in the data is
described as being constant - this is called an additive model- and where the movement in the seasonal data is described

as increasing/decreasing with the passage of time - this is called a multiplicative model.

Download free eBooks at bookboon.com



These labels are self explanatory when you consider them. A constant movement in seasonal data (S) about a trend (T)
really means that if you were to find the linear question which describes that trend T in the data - your best forecast needs
to either add a little or take a little off (i.e. add a negative value) to that trend forecast — at the right point in time - to be
accurate and reflect what you feel is a description of how the data relationships seem. Hence this is the additive model.
An increasing or decreasing movement in the seasonal data (S) about a trend (T) similarly means you need to amend
the forecasted value using your linear equation by a proportional amount at the right point in time. This is described as
the multiplicative model as rather than add a fixed value (whether +ve or —ve to your trend based forecast) you instead
take a % of the trend based forecast (so if you had the model y=10t+7 then for t=1, y would be 17), but if you thought
this forecast at this time was influenced by seasonality, you might modify that forecasted value of 17 by 25% to give 4.25
as your final forecast for when t=1 (or equally you might determine that at that time t, seasonality meant you needed to

modify 17 by say 125%, to give 21.25 as your final forecast).

These two generic models are usually described by the formulations:

Additive models Y=U+T+S+R

Multiplicative models Y=U.T.S.R

(and where usually we ignore R - and treat it is random noise in our data).

Having reviewed the principle of the methodology — whereby the best fit linear line equation is identified (to determine
U and T), any corrections to the values of this line for a given point in time, t, are then undertaken in an appropriate

fashion (to determine S), to reach a final forecast — we can now work through a simple example using the following steps:

1. Inspect your data and the context of the data - Is it additive or multiplicative (plot the data it if in doubt)?
If still unsure - you can make your forecasts using both models and then determine the MSE (choosing the
best fit) — you will determine U

Calculate the Trend (T) - using Ordinary Least Squares regression (OLS)

Estimate values for each Nth period using regression formula

Determine the percentage or absolute variation of each period’s values from the estimates

Average these variations / smooth them - to determine S (R is generally ignored)

S A T

Forecast for n periods ahead based on T*U*S or T+S+U

The Ordinary Least Squares Regression method

The final method to develop skills in use is the (ordinary) least squares (OLS) regression method. This can be completed
long hand or by using an appropriate software package — (excel is appropriate for the simpler versions of these problems).
OLS is a mathematical method for determining the best fit linear line for a series of data points (note - you need to be
confident you have identified proportional relationships between your dependent and independent variables. We will see later
how we can ‘bend’ this requirement and force data to be interpreted in a linear fashion (even when the data may not be linear
at all)). OLS determines the starting point and gradient of the best fit, by determining the errors and summing them, of
the data points from the means of the data points (for x and y). The resultant value for the gradient is that which gives

the lowest error and once this has been found, the intercept on the y axis — can be determined. This has the formulation:
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(Remember y=bx+a as the general equation of a linear line (where a is the intercept on the y axis and b is the gradient of the line).

By definition : (1) £y = an +b 2x
And
Yxy=aZXx + bZx?if multiplied through by Xx
If a is substituted, you can derive:
(2) b =( (nZxy - 2xXy) / (nZx* - Ex¥x))

And hence substituting this equation for b into (1) you can prove that (3) a= (2y/n) - b(2x/n) (or in other words that the

intercept is the mean of the original y values less the mean of the x values multiplied by the gradient).

So - if you wanted to work through a time series dataset to determine the appropriate equation for a best fit line, you

could simply use Excel and construct the following:

Figure 2.7: Longhand construction of OLS calculations

Values for a and b have been determined by constructing the equations for them, in the cells of the excel worksheet (i.e.
equations (2) and (3)). The figures in bold italic in the regression estimated sales column (on the right of figure 2.7) are
the true forecasts made only using the developed model of y=1.84x+28.73 (i.e. forecasts made when x=17,18,19 and 20).
Clearly, once the cell formula have been set up and providing the assumptions which have been determined to underpin
the relationship between the dependent and independent variable — remain valid, you can ‘click and drag’ the final
forecasting column as far into the future (by increasing the x column) and the final forecasting column. A simple plot of

this forecast and the original data shows the following:
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Figure 2.9: Original data plotted and best fit linear line plotted

Clearly in figure 2.9, whilst the best fit line seems appropriately placed, if this was only used to determine the forecasts for
time period 20 say (x=20), you would generate a poor value with high errors (remember this is the difference between the
forecasted value and the actual data you would then see). The original data in figure 2.8 clearly shows it has seasonality and
that this seasonality (the variation (rise and fall) from the mean of the y values (sales)) is perhaps changing in amplitude
as time progresses (as we increase x). Moreover, if you inspect figure 2.8 you can see that the seasonality seems to have a
period of 4 - i.e. 4 datapoints (1, 2, 3 and 4) are covered by each rise and fall in the data, before the pattern repeats itself.

So whilst the solution presented in figure 2.9 reflects U and T, we also need to include S, to derive a complete final forecast.

If we then extend our table in figure 2.7, to generate figure 2.10:
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Figure 2.10 : Final forecast using U*T*S

In figure 2.10, we have the trend forecasts derived from the linear equation of the best fit line, and this is then compared
with the actual historic data (the original y column data). As we believe that seasonality is not constant over time, but
seems to have a slow increase, we have determined the percentage difference between this trend forecast and that original
data (i.e. Actual / Forecast x 100%). This calculation creates the ‘percentage forecast correction column’ We have noted
that the seasonality for this data has a period of 4, hence 4 datapoints construct the same pattern in the data. It just so
happens that the first data point on our plot in figure 2.8 is the start of this pattern of the data - but be careful to note
that this is not always the case. If we wanted to determine therefore the forecast for the next time in which we expect
to see our data return to this point in the data pattern of the seasonality (i.e. the 5% data point in figure 2.8), we would
need to only consider 65.43% of the trend forecast for that point in time (i.e. when x=5). In doing so we are determining
(T*U)*S i.e. we have modified the original trend forecast by an appropriate seasonal percentage (sometimes you might see

this written as a seasonal index). Whilst this gives a much better forecast — we can improve this method a little bit more.

We can improve this method by recognising that we have 16 datapoints here and at least 4 sets of datapoints give values
for the same period (i.e. the same point in the pattern) of the seasonality. Therefore if we were to average those datavalues
to determine the percentage forecast correction - for the correct point in the period of the seasonality, we help to further
eliminate minor variations in the observed data and improve our final forecast. This is what is done in the column of
average seasonal variations and explains why there are only 4 values in this column (as you only need 4 averaged values
derived from averaging the percentage forecast correction to cover all the period of the seasonality). With these averaged
seasonal variation values, you simply multiply it by the trend forecast, to determine the final forecast (described as the

seasonally adjusted forecast in figure 2.10).
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So - to recap, the 5" value in the seasonally adjusted forecast (21.13) has been derived from the following:

1. The Trend forecast for x=5 (the 5" Quarter) was 37.93 (this includes T and U components)

2. 'The percentage forecast correction for x=5 (the 5™ Quarter) was 21/37.93x100% = 55.35%

3. As this correction value of 55.35% occurs at the first point in the seasonal cycle (which has a period of 4) we
can identify and average ALL the other forecast corrections which occur at this point in the seasonal cycle
(ie. (65.43+55.35+50.78+51.27)/4=55.71%

4. As we are concerned with the seasonally adjusted forecast for the 5% datapoint when the seasonal cycle is
just beginning to repeat (i.e. the modification to 37.93 (which is T and U)) — we know that we can multiply
therefore 37.93x55.71% = 21.13. This is the final forecast (and reflects T*U*S).

5. For all other forecasts — and especially those for x>16, we simply extend the x column (Quarters), to

determine the trend forecast and then modify it by the appropriate seasonal percentage value.

So - it is clear that the decomposition method, utilizing an additive or multiplicative approach to manage seasonality,
provides significant scope and flexibility to model a variety of univariate data (with one dependent variable). However,

there are two questions that then arise which need further consideration.

1. Can we develop greater understanding about the errors in our models - in particular how good is our
model? Or in other words, how much variance have we been able to explain by our simplifying assumptions
used to generate our assumed mathematical relationships?

2. And what can we do, if these approaches only seem to generate poor or inappropriate modelling

interpretations of the data we have gathered?

We can take these questions in turn and explore another statistical relationship — namely Pearson’s Coefficient (of
correlation) r and the Coefficient of Determination (Pearson’s Value) or R>. We will examine this mechanistically first,

before introducing some excel shorthand to determine its value more efficiently.

Pearson’s Coeflicient (r) is a measure of the linear association between two variables (and by implication how accurately
you can predict one from knowing the other). As we are at this time considering only linear (assumed) relationships, we
would expect r to have the range of: -1<r<1 or in other words that if a positive proportional change in our variable was
exactly matched by the same proportional change in the other variable, their ratio would be 1, and similarly -1, if there
was a matched negative proportional change. As we are only concerned here with the independent variable x and the

dependent variable y, r would be a measure of the strength of the linear relationship between them.

(nXxy - Xx2y)
\/((HZXZ— (Zx)%).(nZy*(Zy)?))

Similarly, R? is the measurement of explained variance - i.e. how much variance in our model is able to explain the

observed variance in the actual data. Hence it is found by:

2 (Y- mean of y)?
2(y-Mean of y)?

2 —
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Hence, Y, is the modelling forecast for (time) position t, ‘mean of y’ is the arithmetic average of the observed dependent
data (usually y or equivalent). In essence the calculation for R?is the ratio of the summed difference between the mean of
the model forecast data and the average of the data and the difference between the observed and the average of that data.
Clearly as the value of Y, tends towards the value of y, the ratio will tend towards 1. So if we determined the calculation
for R?as being 0.75, we could state that 75% of the observed variance in the data (from the mean) has been ‘explained’
by our model. Equally this also means that 25% of observed variance has not been captured by our chosen model of the

data relationships.

Clearly, we would like a value of R*to be as near as possible to 1 (note - you can obtain values >1 for this ratio - it is the
magnitude of difference from 1 that isimportant). If the determined value of R?is significantly far from 1, say >0.5 difference,
then we have a poor fitting chosen model and need to review our methodology. We can either determine R*by a simple
calculation (using the formula given), or use Excel’s functionality to determine this value and aid our understanding of

what we might have missed in setting up our forecasting model.

We introduced earlier, the Data Analysis add-in for Excel when discussing moving averages and exponential smoothing.
The Add-in also has a regression function which can be used to determine both linear and non linear best fit equations,

to aid your modelling. Let’s take a simple problem first and then develop it further.

Question: Q) A specialist has advised that the number of FTEs( Full time employees) in a hospital can be estimated by
counting the number of beds in the hospital ( a common measure of hospital size). A researcher decided to develop a
regression model in an attempt to predict the number of FTEs of a hospital by the number of beds. 12 hospitals were

surveyed and the following data obtained. These are presented in sequence (by number of beds):

Number of beds FTEs

23 69

29 95

29 102
35 118
42 126
46 125
50 138
54 178
64 156
66 184
76 176
78 225

Figure 2.11
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Effective Management Decision Making Chapter 2

We need to find the appropriate regression equation to test the state hypothesis and consider the errors in that resulting
equation.

From Data - Analysis - we select ‘Regression’ —
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Which then opens the following dialog box as:

Regression 7 @
Input

= QK

” ) Cancel
29 95 & Input ¥ Range:
29 102 ' )
35 118 [JLabels [ constant is Zero
42 126 [ confidence Level: !95 . %
46 125 -
50 138 Output options
54 178 O Qutput Range: s |
64 156 I 5
66 134 (®) New Worksheet Ply:
76 176 () New Workbook
78 225 Residuals

/ [ Residuals [] Residual Flots
[] standardized Resid [] Line Fit Plots

We populate the relevant cell entries in the dialog box (follow the numbered arrows above) as:

1) X range - is your independent variable data (here the number of beds). Place the cursor in the dialog box
and highlight ALL the cells (i.e. the cell range) you wish to include as your X data (this would be here the
values from 23 through to 78).

2) Y range - is your dependent variable data (here the number of FTEs). Place the cursor in the dialog box and
highlight ALL the cells (i.e. the cell range) you wish to include as your X data (this would be here the values
from 69 through to 225).

3) Select ‘output range’ and then select a blank cell on the worksheet from which Excel will put the statistical
calculations

4) You can also check the residual and residual plots boxes.

Residual calculations are the Errors (i.e. E(t)). This is the difference between the observed data and the forecast data using
the model structure you have told excel to use. In this example we have assumed a simple linear relationship as the plot of
beds vs FTEs is shown below (and as we have been asked to test the hypothesis that there is a linear relationship between
the two sets of data). A residual plot will be therefore, a plot of the errors of the forecast. It is helpful for a manager (and

modeller) as it will identify if there are any trends in the errors.
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FTEs vs Beds
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50
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Figure 2.12

In other words, a residual plot should only exhibit apparently random errors. If we were to see a plot of errors with
an upwards trend or downwards trend or some apparent pattern in the data - we could be concerned that our chosen
mathematical relationship model, has not sufficiently captured the relationships in that data. We should then look for a
better model and review the context within which the data is valid (as this usually gives strong guidance on what types
of relationship we could see and expect). So- returning to our example, if we populate the cell boxes, click ‘OK’ - the

result is the following:

56
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Observation Predicted Y Residuals

1 82.23706148 -13.2371
2 95.62608545 -0.62609
3 95.62608545 6.373915
4 109.0151094 8.984891
5 124.6356374 1.364363
6 133.5616534 -8.56165
7 142.4876693 -4.48767
8 151.4136853 26.58631
9 173.7287253 -17.7287
10 178.1917332 5.808267
1 200.5067732 -24.5068
12 204.9697812 20.03022

In the output from excel is a range of data, some of which has been highlighted. For completeness, Cameron (2009) offers

insight on the remaining information as follows:

« Adjusted R2 - is the coeflicient of determination when multiple independent variables have been used in the
forecast (hence you'll only need to refer to this if for example you have y, and variables for x1, x2, x3 etc).
o Standard Error - is the sample estimate of the standard deviation of the error

« Observations - number of data points (observations) used in the forecasting
For the ANOVA table (the analysis of variance in the data), breaks down the sum of squares into its components, so that:

Total sums of squares

= Residual (or error) sum of squares + Regression (or explained) sum of squares.

Thus £ (y, - mean of y)> = X _(y, - forecast of y)* + X _ (forecast of y, - mean of y)

The F column- overall F-test of H_ (this is the so called null hypothesis where there are no expected other independent
variables affecting the observed data (i.e. variables for x, = 0 and variables for x, = 0)): variable for x, = 0 and variable for
x, = 0 versus H : at least one of variables of x, and x, does not equal zero (these are the possible independent variables).
An F-test is a statistical measurement of the extent to which a data set exhibits key expected relationships. Hence in this

analysis, an F test is the ratio between explained variance and unexplained variance.
The next column labelled significance F has the associated P-value (which is a statistical measurement of the confidence
you have in a given analysis (i.e. in this example that there is a simple linear relationship apparently determining the

dependent data)). As per statistical convention as this value is <0.05, we accept it with 95% confidence.

Finally, the remaining data table contains information relevant as:
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o Coeflicient - gives the least squares estimates of the independent variable (remember this can be for a single
value of x or xi.

o Standard error - gives the standard errors (i.e. the estimated standard deviation) of the least squares
estimates for the independent variables.

o T Stat- gives the computed t-statistic for HO: variable for xi = 0 against Ha: variable for xi # 0. A t test is a
statistical relationship to test if the mean of data follows an expected normal distribution.

o P-value- gives the p-value for test of HO: variable for xi = 0 against Ha: variable for xi # 0. See the earlier
discussion on the p value.

o Lower 95% and Upper 95% - are the values that define a 95% confidence interval for xi variables.

X Variable 1 Residual Plot
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The plot above is therefore a graph of the errors - i.e. the difference between the forecast made using the equation generated
by excel to fit the ‘best fit lin€’ It does not look like there is anything other than random noise shaping the errors in this

plot. Another example would be:

Figure 2.13

The error of the forecast is as shown in Figure 2.13. If we did another forecasting modelling on some other data and

observed this plot of errors:

40 - . .
* L 2

20 -
(%]
E
o 0] s 4 T L T r T 1
@ 'S &
& . 3 + 15 20

-20 ¢

L 4
-40 -
X Variable 1
Figure 2.14

Then the plot of errors in Figure 2.14, is not apparently random, but follows another periodic pattern. This is indicative
of another relationship between the variables which have not been accounted for in this model and which is as a result

influencing the errors between the forecast and the actual data observed.
If we now return to the Excel calculations presented, there are several key values to note:

1) R?and the simple error are presented

2) The column headed coefficients - indicates the values of the intercept on the y axis (a or the U component)
and the gradient of the best fit line (b or the T component) — hence ‘x variable 1’ means the coefficient of the
first power of x (i.e. if y=a+bx then this is the value for b)). However, the regression function allows you to

also explore curve fitting with ease - a topic we look at next.
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2.7 Non-linear Forecasting and multiple regression— Curve fitting

You may recall at School, that one method of representing large numbers was to use logarithms. Logarithms are effective
mathematical shorthand for presenting numbers in the forms of their ‘powers. For example, the number 100,000 can
be represented by 10°. It is much easier to work with the ‘powers’ of large numbers, than the large number itself. So
logarithm values are tables of power values that represent larger numbers. For example, the logarithm of 100,000 is 5 and
the anti-logarithm of 5 is 100,000. You can do the same with any number (and also of note, with any number base system
— although by convention we usually use the decimal base 10 number system). That is why to find the anti-logarithm in

excel, you type the formula:

- 1 OA(your value)

(where the A symbol is found above the ‘6” key and means 10 raised to the power of...)

Relationships between very large and small numbers can therefore be presented in this form of mathematical shorthand
and several ‘laws of logarithms’ then follow. For example, the well known laws include the following (Note both the

decimal - base 10 number system and the natural logarithm number systems are shown below):

1) Log, A +log, B=1log (A.B)
2) Log A"=nLog A

3) Log,A - Log, B = Log, (A/B)
4) Log, 1=0

5) Log m=1

6) Log,10"=n

7) Loge"=n (the Log, transformation is also often written as LN)

These simple laws are very useful in applying the linear regression method to data which evidences non linear relationships

between measured variables. For example, we can consider non linear equations and polynomial equations of:

Y=a.b*
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The polynomial equation - which is plotted above —shows that clearly higher polynomial powers of x would simply
generate additional points of inflexion in the plot (inflexion points are data points where the gradient changes through a
zero point). The key observation to note for the manager / researcher seeking to curve fit this type of relationship is that
we can use the regression function of excel to generate the best fitting equation and where necessary, transform data that

is apparently non linear, into a linear format and then use the regression function of excel to solve.

Consider the following problem and provided data — which firstly illustrates how to use the Excel Data analysis Add in,

to solve polynomial regression problems and then secondly, considers a non linear non polynomial problem:

The owner of a newly launched electronic journal is reviewing the marketing revenue and based upon the number of paid
subscriptions, wants to know what the expected income might then be if the reported ratings and rankings of the magazine
achieves a level of 5.6. She can then determine what type of news item/story to publish to achieve this and whether the revenue

generated can cover the increase in story fees.
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Rating Revenue(000s) Rating Revenue(000s) | Rating | Revenue(000s) Rating Revenue(000s)
-30.00 -12971.00 -12.00 -1399.00 6.50 1113.86 24.00 10967.20
-29.00 -11695.45 -11.00 -1152.55 7.00 1501.75 25.00 13320.25
-28.00 -11108.00 -10.00 -515.00 8.60 1823.48 26.00 13600.80
-28.00 -10738.00 -9.00 -1136.45 9.00 2106.45 27.00 17150.75
-26.00 -7730.80 -8.00 -279.00 11.00 252.55 28.00 18597.00
-25.00 -7100.25 -7.00 1020.25 11.00 415.55 29.00 20630.45
-24.00 -6003.20 -6.00 -804.80 12.00 2723.00 30.00 21854.00
-23.00 -4122.75 -5.00 -177.25 15.00 3118.75

-22.00 -3919.00 -4.00 100.80 14.90 4015.88

-21.00 -3820.05 -3.00 1158.25 15.00 4722.75

-20.00 -4666.00 -3.00 -730.75 16.00 5248.80

-19.00 -3118.95 0.00 1317.00 17.00 3277.25

-19.00 -3952.95 0.00 1553.00 18.00 5066.00

-17.00 -1917.25 1.00 1261.05 19.00 6830.95

-16.00 -2125.80 2.00 1115.00 20.00 6369.00

-15.00 -1283.75 2.00 -1272.00 21.00 7509.05

-14.00 324.80 4.00 1175.20 22.00 9486.00

-10.00 -1185.00 5.00 107.25 23.00 11731.75
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Rating vs Revenue

40

Figure 2.15

The plot of the data in Figure 2.15, suggests that the ratings generated revenue, has a cubic relationship between the
independent variable (ratings) and the dependent variable (revenue). We can test this through a simple worked calculation.
First construct a new data table where — as we have assumed a cubic relationship, we construct square and cubic calculations

of the independent variable (i.e. (ratings)* and (ratings)?)). Thus:
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e e e
=y % g g =2 % g g =) g o % g g
£ g v T £ g v T £ T £ g e T
-30 | 900 | -27000 | -12971 | -12 144 -1728 -1399 7 1114 24 576 13824 10967
-29 | 841 -24389 | -11695 | -11 121 -1331 -1153 7 1502 25 625 15625 13320
-28 | 784 | -21952 | -11108 | -10 100 -1000 -515 9 1823 26 676 17576 13601
-28 | 784 | -21952 | -10738 | -9 81 -729 -1136 9 2106 27 729 19683 17151
-26 | 676 | -17576 -7731 -8 64 -512 -279 11 253 28 784 21952 18597
-25 | 625 | -15625 -7100 -7 49 -343 1020 11 416 29 841 24389 20630
-24 | 576 | -13824 -6003 -6 36 -216 -805 12 2723 30 900 27000 21854
-23 | 529 | -12167 -4123 -5 25 -125 -177 15 3119
-22 | 484 | -10648 -3919 -4 16 -64 101 15 4016
-21 | 441 -9261 -3820 -3 9 -27 1158 15 4723
-20 | 400 -8000 -4666 -3 9 -27 -731 16 5249
-19 | 361 -6859 -3119 0 0 0 1317 17 3277
-19 | 361 -6859 -3953 0 0 0 1553 18 5066
-17 | 289 -4913 -1917 1 1 1 1261 19 6831
-16 | 256 -4096 -2126 2 4 8 1115 20 6369
-15 | 225 -3375 -1284 2 4 8 -1272 21 7509
-14 | 196 -2744 325 4 16 64 1175 22 9486
-10 | 100 -1000 -1185 5 25 125 107 23 11732

Then- select the Data Analysis Add-In, and select ‘Regression’ Populate the Y range with the revenue data and the X range

with ALL the ratings data (i.e. make sure the ratings, ratings® and ratings® data are placed in adjacent columns and select

them all). Tick the boxes for residuals and residual line plots.
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The relevant output from the statistical calculation is as below:

SUMMARY QUTPUT

Regression Siafistics
Multiple R 0.99322%
R Square 0.986504
Adjusted R Square 0.985794
Standard Error 868.4934 I
Dhservations G1
ANOVA,

df 55

Regression 3 3.14E+09
Residual 57 42994002
Total 60 3.19E+09

Coefficientstandard Err

Intercept 155716 1671311

X Wariable 1 26.24857 1577943

X Variable 2 4615834 0.399559

X Variable 3 0.615794  0.02582
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Reading from the presented data, we have generated a best fit equation of:

Revenue = 155.72+26.25(ratings)+4.62(ratings)*+0.62(ratings)*

(where X variable 1= rating, X variable 2= (ratings)? and X variable 3 =(ratings)®)
g g g

For the given data, this generates a R? Pearson value of 98.6% (i.e. that we have explained all except a computed 1.4% of
the variance observed in the data). Hence for a rating of 5.6, we should see a revenue generated of 556.48 (in 000s). From
an operational perspective, providing you set up the correct data for the X (independent data values), you can use this

regression function to determine the best fit polynomial equation and hence support future forecasting.

This approach and use of the Data Analysis Excel Add-in can also be applied to the data relationships where you argue
there are power equations or logarithm relationships. For example, the earlier equations can be expanded and the linear

regression methodology used - so that:

The Wake
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y=a.b*

Log(y)=Log(a)+x.Log(b)
Which is a linear equation if we assume:
Y=Log(y), A=Log(a) and B=Log(b)

X is untransformed
y=a.x"

Log(y)=Log(a)+b.Log(x)
Which is a linear equation if we assume:
Y=Log(y), A=Log(a) and X=Log(x)

b is untransformed
y=a.e™

LN(y)=LN(a)+LNe>
LN(y)=LN(a)+bx
Which is a linear equation if we assume:
Y=LN(y), A=LN(a)
X and b are untransformed
y:e—bx
LN(y)=LN(a)-LNe>
LN(y)=LN(a)-bx
Which is a linear equation if we assume:
Y=LN(y), A=LN(a)

Hence X and b are untransformed
One simple example follows to illustrate this.
Question: Youre the head gardener for a local horticultural organisation. As part of your job - you have the key decision
about when to harvest a ‘crop’ for sale through your distribution network (garden centres). This usually means packaging

plants 10% before they reach their optimum sales height. You have been monitoring the growth rate of Crop A, and need

to decide when to package the crop. What is your recommendation - which week would you pick the crop?
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x y
1 0.00
2 2.65
3 3.12
4 3.70
5 4.54
6 5.23
7 6.23
8 7.43
9 8.78
10 10.25
11 12.23
Growth (Crop A)
15.00
10.00
5.00
0.00 1
0 2 4 6 8 10 12

We expect the relationship between time and growth height to be non linear (it is after all, an organic process). Hence,
we consider the non-linear curves presented and select a curve which rises and then levels off (i.e. the plants will stop

growing at a typical averaged height).

Y=a.x’

This is expanded and the logarithms of x and y determined (see table 2.5) and entered into the relevant cells of the
regression function. The output from the analysis then identifies b (which is not transformed in this calculation) and

A - which does need to be transformed to find a. This generates the forecasting equation:

Y=1.074.x"95%
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1 0.00 0.00 0.00 0.00

2 2.65 0.30 0.42 2.71

3 3.12 0.48 0.49 3.17

4 3.70 0.60 0.57 3.73
4.54 0.70 0.66 4.53

6 523 0.78 0.72 5.18

7 6.23 0.85 0.79 6.11

8 7.43 0.90 0.87 7.23
9 8.78 0.95 0.94 8.47
10 10.25 1.00 1.01 9.82
1 12.23 1.04 1.09 11.61

Table 2.5

The trend forecast is then given in Table 2.5 and the statistical analysis has confirmed a Pearson’s value of 97%. It would

be a simple matter to forecast further (increasing x) to determine the height forecasts and determine when the growth rate

fell below 10% (i.e. the difference between the next and previous forecast). Whilst this modelled curve has been derived

correctly — there is an obvious error in its use — do you see it?
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2.8 Multiple regression and partial regression analysis

Earlier in this chapter, polynomial regression was discussed through the excel data analysis toolpak add in. In one sense of
the word, this was multiple regression in that there were a range of potential additional independent variables identified
as contributing to the trend observed in the dependent data. However, in that instance those additional independent
variables all had some relationship to each other (i.e. square, cubic etc). We can identify that this process of analysis if

part of a wider generic approach of defining potential data relationships as:
Y (dependent data) = (A)+ (variable 1)x + (Variable 2)x,+(variable 3)x,+(variable 4)x,....

o Where A = intercept (otherwise known as the constant or underlying trend (U))

o Variable 1,2,3 etc refer to the coefficients of the independent data (xi). These are called the partial regression
coefficients. A partial regression coefficient is a label used to described a relationship in the data where for
example it is the expected change in Y for one increase in the variable (coefficient) of x1, when all the other

xi variables are held constant (Malhotra, 2002). This then applies to all the other values of xi.

Let’s consider an example using the following data concerned with understanding student attitudes towards their

examination grades in ‘management decision making’:

1 5 8 9 65
2 4 8 9 63
3 6 7 8 60
4 7 8 6 55
5 6 9 5 55
6 4 5 6 54
7 8 6 7 59
8 6 9 8 68
9 5 9 7 62
10 3 2 9 78
11 4 10 9 70
12 9 10 9 65

Table 2.6: Respondent data on the importance of 3 independent factors shaping examination grades
(factors scaled from 0 (not important) — 10 (very important).

The analysis of this problem requires (ideally) specific software, or a developed Excel ‘Add in’ A number are freely available
on the www for download (for trial). In short, the solution needs to be found for the following series of mathematical

relationships:
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Grade (Y) = f (Effort (X,), Class time (X), Intelligence (X,))

Grade (Y) = A+b,x +b x +b x,

Lotfi & Pegels (1996) recommend that for these types of problems, you ideally need to have at least five times the number

of observations as there are expected independent variables (i.e. in the case here 15 observations as a minimum).

By using the commercial data analysis package XLSTAT, the following calculations were obtained for this problem:

Observations 12.000
Sum of weights 12.000
DF 8.000
R? 0.707
Adjusted R 0.598
MSE 19.813
RMSE 4451
MAPE 4.886
DW 1.169
Cp 4.000
AIC 38.970
SBC 40.910
PC 0.585

The proposed model, using the three independent variables proposed, explained 71% of the variance in the grade achieved

by the students (R?=70.7%). The model parameters were determined to be:

Source Value
Intercept 41.357
Attitude towards effort -0.651
Attitude towards class time -0.471
Attitude towards intelligence 3.741

Giving a multiple linear regressed solution which stresses the intelligence variable:

Grade = 41.357-0.651(EFFORT)-0.471(CLASS TIME)+3.741(INTELLIGENCE)
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29 Complete worked non linear forecasting example with seasonality

We now consider an example, which uses both non linearity and seasonality in its solution. Imagine that the following
dataset below shows the average monthly temperature (in degrees Celsius) for the last 41 months in Sao Paulo, Brazil. If
we assumed that there were no other variables or external factors affecting the observed data, except the time of the year,

can we forecast the temperature for the next year?

Month Temperature Month Temperature Month Temperature Month Temperature

2

3

4

4] 16 17 16 29 174 41 47
6 18 18 21 30 22
7 20 159 25 31 27 5
8 M 20 30 32 38
9 17 21 30 33 45
10 16 22 25 34 kN
1 10 23 19 35 35
12 a 24 15 a6 32

We start such a problem by, as usual, plotting the data and trying to understand it, in context. This is shown by figure
2.15 as:
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Temperature in Sao Paulo

Degrees (Celcius
N
[&)]

Month

Figure 2.15

Whilst it is difficult to be certain which causal forecasting model to attempt to use (i.e. linear or non-linear) to predict the
temperature for the next 12 months, the plot provides some indicative guidance. Clearly, an accurate model representation
would require you to verify the assumptions in your data through researching the context of the data. For the purposes of
this question, we will assume the relationship is non-linear - taking the worst case scenario for carbon dioxide atmospheric

warming.

Based upon the 3 types of non-linear equations discussed above, we will use the generic equation y (temperature — which
you will remember is the dependent variable) = a.e™™. (where: in this case, as the curve is upward sloping (i.e. the T
component), the b gradient value is given a positive sign). Our next step is we need to transform the non linear equation,
into a linear format to which we can then apply least squares regression to solve. One method of doing this is to take the
natural logarithm of both sides of the chosen modelling equation. Hence:

Ln (y) = Ln (a.e™) which is equivalent to:
Ln (y) = In (a) + Ln(e*™™) which is equivalent to:
Ln (y) = In (a) + Ln(e).Ln(b) which is equivalent to:

Ln (y) =1n (a) +x. Ln(b)

Clearly as we have presented, this latter equation can be viewed as a transformation of the generic linear equation (y=a+bx)

if we let:

Y=Ln(y)
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A=Ln(a)

B=Ln(b)

Note that the x (independent variable) remains untransformed - so that our transformed linear equation is:

Y=A+Bx

To determine B and A, you need to transform the data: i.e. Table 2.7 shows the transformations of x and y and their

squared calculations and sums. These sums can then be inserted into the least square equations (2 and 3).
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X y Iny xlny Iny squared | x squared
Month |Temperature
1.00 3.00 1.10 1.10 1.21 1.00
2.00 4.00 1.39 277 1.92 4.00
3.00 550 1.70 511 2.91 9.00
4.00 5.00 220 5.79 4.83 16.00
5.00 15.00 2.71 13.54 7.33 25.00
6.00 18.00 2.8% 17.34 .35 36.00
7.00 20.00 3.00 2097 8.97 48.00
8.00 21.00 3.04 24.36 9.27 54.00
5.00 17.00 2.83 2550 5.03 51.00
10.00 15.00 2.71 27.08 7.33 100.00
11.00 10.00 2.30 2533 5.30 121.00
12.00 8.00 2.08 24.95 4.32 144.00
13.00 5.00 1.61 20.92 2.59 169.00
14.00 580 1.76 24 61 3.08 196.00
15.00 580 1.77 26.62 3.15 225.00
16.00 8.00 2.20 3516 4.83 256.00
17.00 16.00 2707 4713 7.69 289.00
18.00 21.00 3.04 54.80 9.27 324.00
19.00 25.00 3.22 61.16 10.36 361.00
20.00 30.00 3.40 5§.02 11.57 400.00
21.00 30.00 3.40 71.43 1167 441.00
22.00 25.00 3.22 70.82 10.36 484.00
23.00 19.00 2.94 B7.72 8.67 529.00
24.00 15.00 2.71 54.99 7.33 576.00
25.00 8.00 2.08 51.99 4.32 525.00
26.00 8.50 2.14 5564 4.58 576.00
27.00 10.00 2.30 6217 5.30 729.00
28.00 11.00 240 67.14 5.75 784.00
29.00 17.50 2.86 53.00 §.18 841.00
30.00 22.00 3.09 89273 9.55 900.00
31.00 27.580 3.3 102.74 10.98 961.00
32.00 38.00 3.564 116.40 1323 1024.00
33.00 45.00 3.81 125.62 1449 1089.00
34.00 37.00 3.61 12277 13.04 1156.00
35.00 35.00 3.56 12444 12.64 1225.00
36.00 32.00 347 124.77 12.01 1296.00
37.00 28.00 3.33 123.29 11.10 1369.00
38.00 29.00 3.37 127.96 11.34 1444.00
39.00 32.00 347 135.16 12.01 1521.00
40.00 35.00 3.56 142.21 12.64 1600.00
41.00 47.00 3.85 157.86 14.82 16581.00
SUM 861.00 814.70 113.83 2626.12 336.27 23821.00
Table 2.7

Alternately you could use excels chart and trend function or the regression function, to determine B and A. Hence from
table 2.7:
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41(2626.12)-(861)(113.83)
41(23821)-(861)(861)

and

(113.83)(23821)-(861)(2626.12)
41(23821)-(861)(861)

Hence :

B =0.0411 to 4 decimal places)

A=1.9140 (to 4 decimal places)

However, as this refers to A and B and we need a and b, we must transform these values:

a = exp(A) and b=exp (B)

Therefore:

b=0.0411 (to 4 decimal places)

a= 6.7822 (to 4 decimal places)

Therefore the final non-linear equation is given as: y = 6.7822¢"%!"= Hence the forecasts for next 12 months are found by

inserting additional values of x into this equation which generates table 2.8 below (but remember this is only the Trend

component):

Download free eBooks at bookboon.com

Month Temperature Month Temperature Month Temperature Month Temperature Month Temperature
1 3 13 5 25 a v 28 49 50.81
2 4 14 548 26 8.5 38 29 50 52.95
3 55 15 59 27 10 39 32 51 5517
4 9 16 9 28 1 40 a5 52 5748
5 15 17 16 29 17 .5 41 47 53 59 .89
) 18 18 21 30 22 42 38.11
7 20 19 25 31 275 43 3971
a 21 20 a0 32 38 44 41.38
9 17 21 a0 33 45 45 4311
10 15 22 25 34 a7 46 4492
11 10 23 19 35 35 47 46.80
12 3 24 15 36 32 48 48.77

Table 2.8




If you plot these forecasts with the original data, you notice that whilst the trend (T) and underlying trend (U) seem

appropriate, we are still missing out on a seasonal variation (S) in the data forecasts. This is the next step to resolve.
Seasonality, as was discussed earlier, can be addressed in two ways - the additive method and the multiplicative method. In
both methods you are working out how much difference there is between your trend (T) forecast (in table 2.8) compared
with the real data you have got. You then adjust your (T) forecast by a suitable amount at the right period in the seasonality)
to end up with a final forecast. Your adjustments are based on the two calculations of:

Final forecast = T + S (Additive method)

Final forecast = T * S (Multiplicative method)

We shall use one of these methods to continue with this worked example.

Graph (f) : Temperature Sau Paulo
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Figure 2.16

By looking at the original graph of the temperature in Sau Paulo over time, we could state that the regular ups and downs
observed in this data seem to repeat every 12 data value point (hence the seasonality has a period of 12) and that these

changes in every 12 point, appear to be more or less the same when compared with a rising trend (T).
For example, from figure 2.16 the 3™ data value point (n=3), just after the bottom of the seasonal cycle seems to always

be a little bit less than the trend (T) value for this time. Hence the temperature for each March month (n=3, 15, 27, 39)

always seems to be the same distance below the trend line (T).
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We therefore need to modify the forecast values we have determined for (T) above in table 2.8, by the amount of difference
for each point in the seasonal cycle. This is worked out in this example by the simple Additive calculation of (Actual -

Forecast (T)). Hence in table 2.9 below, the difference between the actual data observed and the trend forecast is determined.
As this cycle of change in the data repeats itself with a period of 12, we can then take the average of the differences for the
same points in the cycle. This is shown by the column in table 2.9 headed ‘mean difference’. Hence the first value is the
mean of the values (-4.07, -6.57,-10.95,-3.03). Your final forecast is then the addition of the (T) forecast with the seasonal
(S) modification. Hence the first final forecast value is found to be (T)+(S), which equals:

Final forecast for January (n=1) = 7.07+ (-6.15) = 0.91

If you repeat this calculation for all your months, including your new forecasts, you end up with table 2.9 and figure 2.17.
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Difference between actual

X ¥ In y ¥iny | Inysgusred | x sguared | Trend forecsst|  data and trend frecast Mean diffierence | Final frecast
Month | Temper ature
1.00 3.00 1.10 1.10 1.21 1.00 T.o7 -4.07 -8.18 0.9
2.00 4.00 .38 | 277 .92 4.00 7.6 -3.36 -8.05 1.31
3.00 5.50 1.70 511 281 800 7.8r 217 -5.2 240
4.00 200 220 8.79 4.83 16.00 T7.99 1.01 -3.41 4.59
5.00 15.00 271 13.54 7.33 2500 8.33 8.87 3.85 11.88
6.00 15.00 282 [ 17.34 8.35 36.00 5.08 5.32 4.85 13.82
7.00 20.00 200 [ 2087 B.97 48,00 B.04 10.96 B.13 17.18
5.00 21.00 304 [ 2438 827 5400 B.42 11.58 12,98 2238
5.00 17.00 283 | 2550 802 £1.00 B.E2 7.18 1328 23.08
10.00 15.00 271 | 2708 7.33 100.00 10.23 4.77 7.53 17.78
11.00 10.00 230 | 2533 530 121.00 10.68 -0.86 2.43 12.09
12.00 8.00 208 [ 2485 433 14400 11.11 -2.11 -1.38 BYs
13.00 500 1.81 | 20.92 259 152,00 11.57 -8.57 -6.15 H42
14.00 &80 1.78 | 2481 309 196.00 12.08 -8.238 -8.08 8.01
15.00 590 .77 | 2862 315 22500 12.58 -5.05 =527 7.29
16.00 .00 220 | 3518 483 258,00 13.09 -4.08 -3.41 588
17.00 16.00 277 | 4713 7.89 288,00 13.684 2.38 3.85 17.29
18.00 21.00 =04 | 5480 D27 224.00 14.21 8.7 4.95 19.18
15.00 2500 322 | §1.18 10.38 2681.00 14.81 10.19 8.13 2294
20.00 20.00 340 | 88.02 11.57 400.00 15.43 14.57 12,96 28.39
21.00 20.00 240 | 71.43 11.57 441.00 16.08 13.92 1328 2834
22.00 2500 322 | T0.82 10.38 454.00 16.75 5.25 7.53 2428
23.00 19.00 294 | 8772 B.87 529.00 17.45 1.55 2.43 18.89
24.00 15.00 271 | 84559 7.33 576.00 18.19 -3.18 -1.38 16.83
25.00 8.00 208 | 51.99 4.32 62500 18.85 -10.85 -6.15 1279
28.00 8.50 214 [ BEG4 4.58 678.00 19.74 -11.24 -8.085 13.70
Z7.00 10.00 230 | 8217 530 72200 2.57 -10.57 =527 15.30
28.00 11.00 240 [ 8714 BTE TE4.00 21.44 -10.44 -3.41 18.03
29.00 17.50 288 [ 8300 8.19 841.00 22.34 -4.54 3.85 2599
20.00 2200 309 | 8273 855 500.00 23,37 -1.27 4.85 2823
31.00 2750 331 | 10274 10.98 551.00 24.35 3.25 B.13 3238
22.00 28.00 =84 | 116.40 13.23 1024.00 2527 1273 1208 38.23
33.00 45.00 381 | 12582 14.48 1085.00 26.33 18.87 1328 39.59
24.00 27.00 281 | 12277 12.04 1155.00 2743 9.57 .53 34.08
35.00 35.00 358 | 124.44 1284 1225.00 28.58 5.42 2.43 31.02
26.00 3200 247 | 12477 1201 1256.00 29.78 2.22 -1.38 28.42
37.00 28.00 333 | 12338 11.10 1369.00 .03 -2.03 -8.15 2488
25.00 23,00 337 | 13798 11.34 144400 32.33 -3.33 -8.05 28,28
29.00 2200 3.47 | 136.18 12.01 1521.00 33.69 -1.89 -5.27 28.41
40.00 3500 358 [ 1423 1284 1500.00 35.10 -0.10 -3.41 31.70
41.00 47.00 285 | 157.86 14.82 1681.00 26.58 10.42 .85 40.23
B61.00 B14.70 113.83 |2626.12| 33627 |[23821.00 38.11 4865 43.08
29.71 8.13 47.84
41.38 1298 54.34
43.11 1328 53T
44 82 7.53 5245
45.80 2.43 4824
4877 -1.38 47.41
5081 -8.15 4488
5205 -8.05 46,80
BBAT -B.27 459,88
5748 -3.41 54.08
55.89 3.85 83.55
Table 2.9
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Graph (g):Forecast and Actual temperature Sau Paulo
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Figure 2.17

Figure 2.17 therefore shows a good fit between your final forecasts and the original data, suggesting for future forecasts
are likely to be appropriate and accurate. To determine how accurate your forecasts are, you now need to determine the

errors in them. This is examined below.

Note - As an aside, if you were to apply the multiplicative method to the (T) forecasts in this example, rather than work out

(Actual - forecast (T)) as above, you instead determine:

] Actual *100%

Seasonal proportional change = ——————
Forecast (T)

Hence as with the calculations above, you end up with a proportional change (a % change needing to be made to each

(T) forecast) so as to end up with the final forecast needed. This method therefore allows you consider increasing or

decreasing rates of change in the seasonality affecting observed data.

Mean Square Error (MSE) - This is the summed and squared difference between your forecasts and what data you have

observed. It has the form of:

Z(y,-y)

MSE = —————
n

where n = number of data values of y you have

It is a better measurement of goodness in your forecasts, as it eliminates negative values in the difference between your

forecast and the observed data.
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Mean Absolute Deviation (MAD) - This is the absolute integer difference between your forecasts and the data you have

observed. It has the form of:

> -
MAD = 2oyl
n

where n = number of data values of y that you have
The straight bars on either side of the equation denote just take the absolute difference (ignoring any negative signs)).
It is a better measurement of goodness in your forecasts, as it eliminates negative values in the difference between your

forecast and the observed data.

If we apply the MSE calculation to the worked example in table 2.9, we need to calculate the sum of the differences between

our forecasts and the original data, then divide this by the number of data values we have (n=41). Hence:
MSE = 566.55 / 41
MSE = 13.82 (to 2 decimal points)

Hence taking the square root of this value, each forecast value is, on average, within 3.17 degrees of the original data. In

terms of calculating the coeflicient of determination:

Z(y,-y)

2 = —————

O Z(y-yr
Using the data in table 2.9, we can find this to be:

4611.709
5596.76

R?=0.8239

In other words, the model used has accounted for approximately 83% of observed variance in the data, representing a

good fit with the data.
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210  Summary

This chapter has built upon the RAT models outlined in Chapter 1 and presented varying methods of predicting future
data values - firstly through projective forecasting (concerned with the actual observed data values) and second through
causal forecasting (concerned with the relationships between the data values). Decisions about the choices between the
methods discussed are based upon confidence in the available data, the longevity of assumptions regarding the trends in
the observed historic data and the need for both relevant and realistic complexity in the model to reflect business needs,
but also to ensure the model is sufficient simple as to not generate additional costs in its implementation (see chapter 3

for a fuller discussion of practical issues associated with modelling).
In the next chapter, the concern with identifying appropriate measured data to reflect the manager’s needs for decision
making analysis is considered further, especially when that data is unavailable or only available with a degree of uncertainty.

Hence, the focus moves to decision making methods concerned with probabilistic forecasting.

211  Key Terms and glossary

Data forecasting — using historical organisational data to predict future organisational data
Projective forecasting — using the actual numerical historical data to predict future organisational data

Causal forecasting — using the relationships between the actual numerical historical data to predict future organisational data

THE
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Multiple regression - using more than one independent variable to help identify relationships between historic data

Data Smoothing - using a weighting method to bias the combination of most recent forecast and most recent historic

data, to predict future organisational data

Holts Method (LES) - using a weighting method with a single constant, to bias the combination of most recent forecast

and most recent historic data, to predict future organisational data

Holts-Winter Method- using a weighting method with two constants, to bias the combination of most recent forecast

and most recent historic data and account for a trend in the historic data, to predict future organisational data

Classical Data Decomposition - using a relationship method between historic data to predict future organisational data

(that there are Trend, Underlying Trend, Seasonality and Random noise relationships in the historic data).

Additive model of decomposition - using a relationship method between historic data to predict future organisational
data (that there are Trend, Underlying Trend, Seasonality and Random noise relationships in the historic data — and that

these affect future forecasts in an absolute manner (i.e. a constant series of increments are added to forecasts)).

Multiplicative model of decomposition- using a relationship method between historic data to predict future organisational
data (that there are Trend, Underlying Trend, Seasonality and Random noise relationships in the historic data — and that

these affect future forecasts in a proportional manner (i.e. a percentage of the value of the data is added to forecasts)).

End of chapter questions

Work through these questions at your leisure. Most of the answers and solutions are presented.

Question 1- Part 1a) As Assistant Manager of ‘Handmade Ltd’” - a clothing retailer in Gloucester (UK), your store was
affected by the recent floods in the Summer of 2007. As a result, a significant portion of stock was water damaged and is

not saleable and the store was closed from July 2007 - through to September 2007 inclusive.

Your organisation is now in dispute with InsurCORP Ltd, the insurance company dealing with your claim, concerning

the amount of lost sales during the time the store was closed. Two key issues must be resolved:

1) The amount of sales Handmade could have expected if the floods had not occurred

2) What (if any) compensation is due for excess sales from increased business activity after the floods

This latter point is important as £0.3 billion was allocated by the national government to emergency aid to Gloucester
and its surrounding region, in the aftermath of the floods. This would have partially resulted in increased sales at stores

like Handmade and others, as people started to replace lost/damaged goods.
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Table 1 below shows the sales data for the 46 months preceding the floods. The UK Department of Trade and Industry,
has also published data for all stores in the town, as well as sales in the county, for the months that the store was closed.
Table 2 shows this data. Use these data tables to determine estimates of the lost sales at Handmade for the months the
store was closed. Is there a case to be made for excess flood related sales? If such a case can be made, Handmade is entitled

to compensation for excess sales it would have earned in addition to ordinary sales.

Prepare a report for the management of Handmade, that summarizes your findings, forecasts and recommendations.

Include the following:

1. An estimate of sales had there been no flood and an estimate of county wide sales had there been no flood
(50%)

2. Using the countywide actual stores sales for the flooded months and the estimate in (1), make a case for or
against excess flood related sales (20%)
An estimate of the lost sales for Handmade for the flooded months (20%)

4. Include a commentary on what the residuals and errors tell you about the nature of this business activity and

the information you can extract from this analysis (10%)

Table 1 : Sales for Handmade Ltd from Sept 2003 through to June 2007.

Month 2003 2004 2005 2006 2007
Jan 1.45 2.31 2.31 2.56
Feb 1.80 1.89 1.99 2.28

March 2.03 2.02 242 2.69

April 1.99 2.23 245 248
May 2.32 2.39 2.57 2.73
June 2.20 2.14 242 2.37
July 2.13 227 2.40

August 243 2.21 2.50
Sept 1.71 1.90 1.89 2.09
Oct 1.90 2.13 2.29 2.54
Nov 2.74 2.56 2.83 297
Dec 4.20 4.16 4.04 4.35
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Table 2: Sales in stores in the country, Sept 2003 through to June 2007

Month 2003 2004 2005 2006 2007
Jan 46.80 46.80 43.80 48.00
Feb 48.00 48.60 45.60 51.60

March 60.00 59.40 57.60 57.60
April 57.60 58.20 53.40 58.20
May 61.80 60.60 56.40 60.00
June 58.20 55.20 52.80 57.00
July 56.40 51.00 54.00

August 63.00 58.80 60.60

Sept 55.80 57.60 49.80 47.40
Oct 56.40 53.40 54.60 54.60
Nov 71.40 71.40 65.40 67.80
Dec 117.60 114.00 102.00 100.20

Note: You can assume random and cyclical variations in the wage level forecasts are negligible

Chapter 2

Question 1: Part 1b) The government is concerned about the amount of aid to continue to give to the town and county

after the immediate flood situation has been resolved. To that end, they are considering the employment levels in the

county as an indicator of the health and development of the county’s economic and social infrastructure. Data obtained

on employment levels for the county is as follows:

Table 3: Employed in the county of Gloucestershire (UK)

1995 114968
1996 117342
1997 118793
1998 117718
1999 118492
2000 120259
2001 123060
2002 124900
2003 126708
2004 129558
2005 131488
2006 133488
2007 134337

Download free eBooks at bookboon.com

86



Effective Management Decision Making Chapter 2

1) Using a suitable regression equation, determine an accurate model of this trend and support your arguments
(Note — you may use the regression function on Excel / MINITAB or other software to aid you) (50%)
2) If you were to improve the model further (and to account for more dependent variables), what factors might

you consider and why? (50%)

Part 2 (100% total marks contribution to this part of Assessment 1)

Answer:

A plot of the data suggests an additive causal model is appropriate (and fits with the context of the data). For the first part

of the question, the answer would be:

3 "
5 8, 28 | 3. &

T % . LR IR

S = 3 & SE | 28| &g
1 Sept 1.71 2.09 -0.38 -0.40 1.69
2 Oct 1.90 2.10 -0.20 -0.09 2.01
3 Nov 2.74 212 0.62 0.45 2.57
4 Dec 4.20 213 2.07 1.86 3.98
5 Jan 1.45 2.14 -0.69 -0.19 1.95
6 Feb 1.80 2.15 -0.35 -0.37 1.78
7 March 2.03 2.16 -0.13 -0.08 2.08
8 April 1.99 217 -0.18 -0.09 2.08
9 May 2.32 218 0.14 0.1 2.30
10 June 2.20 2.20 0.00 -0.12 2.08
1 July 213 2.21 -0.08 -0.06 2.15
12 August 243 222 0.21 0.02 224
13 Sept 1.90 2.23 -0.33 -0.40 1.83
14 Oct 2.13 2.24 -0.11 -0.09 2.15
15 Nov 2.56 2.25 0.31 0.45 2.71
16 Dec 4.16 2.26 1.90 1.86 4.12
17 Jan 2.31 2.28 0.03 -0.19 2.09
18 Feb 1.89 2.29 -0.40 -0.37 1.92
19 March 2.02 2.30 -0.28 -0.08 2.22
20 April 2.23 2.31 -0.08 -0.09 2.22
21 May 2.39 2.32 0.07 0.11 243
22 June 2.14 233 -0.19 -0.12 2.21
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23 July 227 234 -0.07 -0.06 2.29
24 August 221 236 -0.15 0.02 237
25 Sept 1.89 237 -0.48 -0.40 1.97
26 Oct 229 238 -0.09 -0.09 2.28
27 Nov 2.83 239 0.44 045 2.84
28 Dec 4.04 240 1.64 1.86 4.26
29 Jan 231 241 -0.10 -0.19 2.23
30 Feb 1.99 242 -0.43 -0.37 2.06
31 March 242 244 -0.02 -0.08 236
32 April 245 245 0.00 -0.09 236
33 May 257 246 0.11 0.11 257
34 June 242 247 -0.05 -0.12 235
35 July 240 248 -0.08 -0.06 242
36 August 250 249 0.01 0.02 251
37 Sept 2.09 2.50 -0.41 -0.40 2.10
38 Oct 254 251 0.03 -0.09 242
39 Nov 2.97 253 0.44 045 2.98
40 Dec 435 2.54 1.81 1.86 439
41 Jan 256 2.55 0.01 -0.19 236
42 Feb 2.28 256 -0.28 -0.37 2.20
43 March 2.69 2.57 0.12 -0.08 250
44 April 248 258 -0.10 -0.09 249
45 May 273 259 0.14 0.11 271
46 June 237 261 -0.24 -0.12 2.49
47 July 2.62 -0.06 256
48 August 2.63 0.02 2.65
49 Sept 2.64 -0.40 2.24
50 Oct 2.65 -0.09 256
51 Nov 2.66 045 3.12
52 Dec 267 1.86 453
53 Jan 2.69 -0.19 2.50
54 Feb 2.70 -0.37 233
55 March 271 -0.08 2.63
56 April 272 -0.09 2.63
57 May 273 0.11 2.84
58 June 2.74 -0.12 2.62
88
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And for the errors and confidence in the forecasts:
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£ g g % g | Eg

x > ke 2% 2=
Sept 1.71 1.69 0.53 0.56
Oct 1.90 2.01 0.29 0.19
Nov 2.74 2.57 0.09 0.02
Dec 4.20 3.98 3.09 2.38
Jan 1.45 1.95 0.98 0.24
Feb 1.80 1.78 0.41 0.43
March 2.03 2.08 0.17 0.13
April 1.99 2.08 0.20 0.13
May 2.32 2.30 0.01 0.02
June 2.20 2.08 0.06 0.13
July 213 2.15 0.10 0.09
August 243 2.24 0.00 0.04
Sept 1.90 1.83 0.29 0.37
Oct 213 2.15 0.10 0.09
Nov 2.56 2.71 0.01 0.07
Dec 4.16 412 2.96 2.82
Jan 2.31 2.09 0.02 0.12
Feb 1.89 1.92 0.30 0.27
March 2.02 222 0.18 0.05
April 2.23 2.22 0.04 0.05
May 2.39 243 0.00 0.00
June 2.14 2.21 0.09 0.05
July 2.27 2.29 0.03 0.02
August 221 237 0.05 0.00
Sept 1.89 1.97 0.30 0.23
Oct 2.29 2.28 0.02 0.02
Nov 2.83 2.84 0.15 0.16
Dec 4.04 4.26 2.56 3.29
Jan 2.31 2.23 0.02 0.05
Feb 1.99 2.06 0.20 0.15
March 242 2.36 0.00 0.01
April 2.45 236 0.00 0.01
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May 2.57 2.57 0.02 0.02
June 242 2.35 0.00 0.01
July 240 242 0.00 0.00
August 2.50 2.51 0.00 0.00
Sept 2.09 2.10 0.12 0.11
Oct 2.54 242 0.01 0.00
Nov 297 2.98 0.28 0.29
Dec 435 4.39 3.64 3.81
Jan 2.56 2.36 0.01 0.01
Feb 2.28 2.20 0.03 0.06
March 2.69 2.50 0.06 0.00
April 248 249 0.00 0.00
May 2.73 2.71 0.08 0.07
June 2.37 2.49 0.01 0.00
July 17.55 16.57
August
Standard error of estimate= 0.13
Coefficient of determination= 0.9925
Coefficient of correlation= 0.9963
SUM (sales) 112.28
MEAN 2.44087 R sq‘iared 1.06

For the second part of the question, the answer would be:

a) Focus on appropriateness of model chosen - given the context

Chapter 2

b) Focus on accuracy of model chosen - given the context - better is QUADRATIC hence the HINT in the

question

¢) There is scope her for a detailed narrative of economic cycles and patterns too

Quadratic equation generated = 72.3x’+650x+114781

Linear equation generated = 1672x+112227

Improving model ? you can add variables, look for other models to use.

20
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Richtig handeln Als Absolvent
zum Discounter Nr.1

Haben Sie lhren Bachelor- oder Master-Abschluss in der Tasche? Mochten Sie lhr Wissen dort
einbringen, wo gehandelt wird? Dann sind Sie bei uns genau richtig als

Fach- und Fuhrungskrafte-Nachwuchs (m/w)

A

fuer-echte-kaufleute.de
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The forecasts were made using Excel’s Data Analysis tool:

The forecasts were made using Excel’s Data Analysis tool:

Quadratic Output

Test
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Linear output
Test:
SUMMARY OUTPUT
Regression Statistics
Multiple R 0.980186744
R Square 0.960766052
Adjusted R Square 0.95719933
Standard Error 1374410159
Observations 13
ANOVA
o S5 MS r Slgnlﬁ;ance
Regression 1 508839760.9 5.09E+08  269.3694  4.4E-09
Residual 11 20779036.15 1889003
Total 12 529618797.1
Coefficients Standard Error t Stat P-value Lower 95% Upper Lower
’ 95% 95.0%
Intercept 112227.1154  808.6320257 138.7864 3.4E-19 110447.3 1140069 110447.3
X Variable 1 1672.071429 101.8780591 16.41248 4.4E-09 1447.839 1896.304  1447.839
Question 2:

The supervisor of a manufacturing business believes that the assembly line speed (in m/minute) is determining the number

of defective parts found during on line inspections of the finished products. To test this theory, management had the same

batch of parts inspected visually at a variety of line speeds. The following data were collected.

20 21
20 19
40 15
30 16
60 14
40 17
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a) Develop an estimated regression equation that relates line speed to the number of defective parts found. This
solution must be presented in the longhand format. (80%)

b) Use the proposed model to forecast the number of defective parts found for a line speed of 50 m/minute
(20%)

In your answers, ensure you provide a clear rationale for the model(s) you choose, that you discuss the errors and residuals

in your forecast model and that you provide clear confidence values (Pearson’s coefficient) with an explanation.

Answer:

Solutions can be reached either by longhand OLS analysis - or excel trend line fitting. A longhand presentation is required

for part (a). The solutions for this problem are given below.

Chart Title
25
*
20
*
*
15 *
*
10 y =-0.1478x + 22174
R? = 0.7391
5
0 T T T T T T
0 10 20 30 40 50 60 70

Apply the equation generated (see above) in part b to give a failure rate of approx. 15 parts.
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Question 3:

A pair of entrepreneurs have undertaken some competitive research on their market and have presented to you the

following data of relative sales/competitor depending upon competitor concentration:

1 3600
1 3300
3100
2900
2700
2500
2300
2000
1500

alunn v |ibhwlwlN

a) Develop an appropriate model of the relationship between the daily sales volume to the number of
competitors within a 1 km radius of the proposed location for the entrepreneurial venture. This solution
must be presented in the longhand format. (30%)

b) Use the proposed model to forecast the daily sales volume for a revised proposed location which would have
four competitors within a one mile radius and when there are seven competitors within a one mile radius.

(10%)

Karrierechancen
fUr Berufserfahrene.

Erleben Sie, wie unsere Mitarbeiter
ihren #PIONIERGEIST im Arbeitsalltag
einsetzen und zusammen die Aufgaben
der Energiewende bewa3ltigen.

() Klicken und schauen!

WX A
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¢) Now consider the total sales achieved within the 6 km radius of the proposed location and determine an
appropriate regression model to identify what the estimated sales (daily) would be when a 7" competitor set
up in the market. (40%)

d) Given your answers for (b) and (c), and that you have learned that the forecasted daily sales breakeven
for the proposed entrepreneurial venture is £1050, propose a clear and reasoned business strategy to the
entrepreneurs in order to increase the potential to secure a higher daily sales level than these average
forecasts (20%)

In your answers for both (a),(b) and (c) ensure you provide a clear rationale for the model(s) you choose, that you discuss
the errors and residuals in your forecast model and that you provide clear confidence values (Pearson’s coefficient) with

an explanation.

Answer:

Solutions can be reached either by longhand OLS analysis - excel trend line fitting for both (a) and (c). A longhand
presentation is required for part (a).If (c) is undertaken care must be taken to accommodate and interpret excel regression

equations. The solutions for this problem are given below are (c) for brevity:

14000

12000 =479.8x2+4616.x- 848.2
A\ R2=(0.962 —Estimated sales (daily)
10000 / < £
8000 / volumesales
6000

/ —— Linear (Estimated
4000 sales (daily) £)
2000 é\ y=-356.4x+ 384Bg|y_(volume sales)
R?=0.948
0 T T T 1
0 2 4 6 &

Apply equation from (a) = y=3843-356.4x when x=1 then y(estimated sales)=3846.6 and when x=7, y=1348.2

For part (c) - the focus is on the total sales/outlet when 7 competitors set up within a one mile radius. This gives a value

of £7593. This gives a mean daily sales volume/outlet = £1136.29

For part (d) the question is open to reflect on the scope of strategy marketing factors chosen to consider options for

developing a USP (and reflect on the strategic options) available to the start up business.

926
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Question 4:

As the director of research and development at Fruhaga Ltd, you are concerned with the rate of innovation in your
department - in particular process innovation. You have gathered the following data based on the rate of process innovations
/ week In order to determine whether to continue to support investment in process innovations, you need to know what

the likely rate of innovations will be in the 14th week following a product launch (as this may determine if you continue

to fund and support the projects)?

~ ~ ~
] ] g
—_ < 8 m .2 v g
x R R b
i |58, |58, |5E.
2 ccd ccd ccd
x a £ 3 a £ 3 a £ 3
1.00 20.04 0.20 10.45
2.00 21.56 0.24 10.89
3.00 22.28 0.35 11.23
4.00 22.67 0.45 11.87
5.00 22.56 0.54 12.34
6.00 22.89 0.65 13.04
7.00 23.34 1.00 13.56
8.00 23.68 1.10 14.02
9.00 23.40 1.45 14.67
10.00 23.59 1.84 15.06

Answer:

The focus of this question is to know that innovation in organisations has been observed to evidence non linear relationships

in general. Hence non linear models are more appropriate to be chosen - projects A,B and C are evaluated and presented

below.
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. (ye-mean
PROJE| x revised Iny xiny square | regressed % diff | means Full . v (y-ymean) .
y X forecast forecast squared squared
1.00 | 20.04 3.00 3.00 1.00 21.12 94.90 97.99 20.69 1.00 3.64 6.56 1.00
200 | 2156 3.07 6.14 4.00 2143 100.59 | 99.66 21.36 2.00 1.54 1.08 2.00
3.00 22.28 3.10 9.31 9.00 21.75 102.42 | 101.77 22.14 3.00 0.21 0.10 3.00
4.00 22.67 3.12 12.48 16.00 22.08 102.68 | 101.88 22.49 4.00 0.01 0.00 4.00
5.00 22.56 3.12 15.58 25.00 2241 100.68 97.99 21.96 5.00 0.41 0.00 5.00
6.00 22.89 3.13 18.78 36.00 22.74 100.64 99.66 22.67 6.00 0.00 0.08 6.00
7.00 | 2334 3.15 22.05 | 49.00 23.08 101.11 | 101.77 23.49 7.00 0.79 0.55 7.00
8.00 | 23.68 3.16 2532 | 64.00 23.43 101.07 | 101.88 23.87 8.00 1.61 1.16 8.00
9.00 | 23.40 3.15 28.37 | 81.00 23.78 98.41 97.99 23.30 9.00 0.49 0.64 9.00
10.00 | 23.59 3.16 31.61 100.00 2413 97.75 99.66 24.05 10.00 2.1 0.98 10.00
SUMS | 55.00 | 226.01 31.17 172.65 | 385.00 24.49 101.77 24.93 1 10.81 11.16 1
Means | 5.50 22.60 3.12 17.27 38.50 24.86 101.88 25.33 12 12
25.23 97.99 24.73 13 13
B= 0.01483 25.61 99.66 25.52 14 14
A= 3.03526

transform a and b

Hence : b= 1.01495
a= 20.8065

UNLEASHING
INNOVATION IN

lobal

weclutive

* T
L1
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revised square | regressed . Full (ye- (y-ymean)
X Iny xIny % diff | means X | meany) X
y X forecast forecast squared
squared
PROJECT
B 1.00 0.20 -1.61 -1.61 1.00 0.20 99.08 | 99.14 0.20 1.00 0.34 0.34 1.00
2.00 0.24 -1.43 -2.85 4.00 0.26 92.81 94.74 0.24 2.00 0.29 0.29 2.00
3.00 0.35 -1.05 -3.15 9.00 0.33 105.65 | 108.86 0.36 3.00 0.18 0.19 3.00
4.00 0.45 -0.80 -3.19 16.00 0.42 106.03 | 101.13 0.43 4.00 0.12 0.11 4.00
5.00 0.54 -0.62 -3.08 25.00 0.54 99.32 | 97.99 0.53 5.00 0.06 0.06 5.00
6.00 0.65 -0.43 -2.58 36.00 0.70 9332 | 99.66 0.69 6.00 0.01 0.02 6.00
7.00 1.00 0.00 0.00 49.00 0.89 112.07 | 101.77 0.91 7.00 0.02 0.05 7.00
8.00 1.10 0.10 0.76 64.00 1.14 96.23 | 101.88 1.16 8.00 0.15 0.10 8.00
9.00 1.45 0.37 3.34 81.00 1.46 99.02 | 97.99 1.43 9.00 0.43 0.45 9.00
10.00| 1.84 0.61 6.10 100.00 1.88 98.08 | 99.66 1.87 10.00| 1.18 1.12 10.00
SUMS |[55.00 | 7.82 -4.86 -6.27 385.00 2.40 101.77 2.45 1 277 2.72 1
Means | 550 | 0.78 -0.49 -0.63 38.50 3.08 101.88 3.14 12 12
3.94 97.99 3.86 13 13
B= 0.2476981 5.05 99.66 5.04 14 14
A= -1.8478607
transform a and b
R squared= _
Hence: b= 1.2810731
a= 0.1575739
revised square | regressed i Full (ye- (y-ymean)
X Iny xiny % diff | means X meany)
y X forecast forecast squared squared
1.00 |10.45 235 235 1.00 10.44 100.05 [ 100.08 |10.45 1.00 |5.11 5.12 1.00
PROJECT
c 2.00 |10.89 2.39 4.78 4.00 10.89 99.97 |99.97 |10.89 200 |3.32 3.32 2.00
3.00 |11.23 242 7.26 9.00 11.36 98.84 [99.86 |[11.35 3.00 |1.87 2.20 3.00
4.00 (1187 247 9.90 16.00 [11.85 100.18 [ 100.09 |11.86 4.00 [0.73 0.71 4.00
5.00 |12.34 2.51 12.56 25.00 |1236 99.85 9799 [12.11 5.00 |0.36 0.14 5.00
6.00 |13.04 2.57 1541 36.00 |12.89 101.17 [99.66 |12.85 6.00 |[0.02 0.11 6.00
7.00 |13.56 261 18.25 49.00 (1344 100.87 [101.77 |13.68 7.00 |(0.93 0.72 7.00
8.00 |14.02 2.64 21.12 64.00 |14.02 100.00 | 101.88 |14.28 8.00 |246 1.71 8.00
9.00 |14.67 2.69 2417 81.00 |[14.62 10033 |97.99 |14.33 9.00 |2.61 3.83 9.00
10.00 | 15.06 |2.71 27.12 100.00 | 15.25 98.75 [99.66 |[15.20 10.00 |6.18 5.51 10.00
SUMS 55.00 | 127.13 | 25.35 142.91 385.00 |15.90 101.77 [16.19 1 23.60 23.36 1
Means 5.50 |12.71 2.54 14.29 38,50 |16.59 101.88 [16.90 12 12
17.30 97.99 [16.95 13 13
B= 0.0420525 18.04 99.66 |[17.98 14 14
A= 2.3040485

transform a and b

R squared= -

Hence: | b= 1.0429493
a= 10.014645
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Chapter 3

3.1 Developing rational models with quantitative methods and analysis:
probabilities

It was discussed in chapter 1, that the study and practice of decision making has an inherent duality associated with it, with
at one end of this spectrum, positivistic and quantitative methods and analyses dominating (as denoted by RAT models
in figure 1.5 of chapter 1). Chapter 2 continued to focus upon measurable data which can be used to construct models of
complex processes. However, the availability of measurable data and its reliability is perhaps not as common as managers would
wish it was. As a result, we now need to begin to consider decision making methods which are able to include greater levels

of uncertainty in that process. In particular, there is a focus upon the individual’s view of that uncertainty (see Chapter 6).

This chapter explores some of the more common and simpler methods of quantitative analysis in probability. It is the aim
of this chapter that you will develop your practical and transferable skills in this area of mathematical modelling as well as
developing cognitive abilities in effective model selection and justification. To achieve this process requires you to think

about modelling as a specific decision making activity and set of practical and cognitive skills to develop.

Modelling - is the process through which reality can be understood. Models of reality are nothing more than simplifications
of reality. They allow the modeller to understand situations and environments cost effectively and with less risk, than
taking an actual decision or intervention in that environment. The modeller chooses to focus upon particular views or
data to understand something that is occurring or will occur. Usually, the modeller will have to be clear as to why they
have chosen one particular view over another (and this is certainly the case for example when students are assessed in

their studies by their tutor!).

There are four generic forms of modelling:

o Iconic - where the modeller creates a physical representation of the process or entity to be understood.
These might for example be scalar clay representations of cars, or mock ups of a product.

« Analog models - are also physical in form, but do not physically resemble the object being modelled. Perhaps the
most well known example is the use of water to represent the five sector circular flow of money in an economy.

 Virtual models - follow from analog models, but rather than create physical models, a computer generated
model is constructed (say of a bridge for testing stress areas or of a car).

o Mathematical models - represent real world problems through a system of mathematical formulas and
expressions based on key assumptions, estimates, or statistical analyses. This is the form of modelling

focused upon in this chapter.

For this chapter, we therefore begin a focus upon mathematical and logical models and probabilities or models with higher
levels of uncertainty regarding the confidence of data that is available. In the development of such models (and indeed

also for qualitative models) to aid decision making, there are three distinct stages:

1) Model Development — This is concerned with determining what are the key data upon which we can apply
a method or develop a policy or understanding, that allows us to make better informed decisions in the
future (typically judged against some stated preferred outcome criteria). Cost and benefit considerations will

also shape the appropriate selection of data for use in a given mathematical model.
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2) Data preparation - This is concerned with generating data in an appropriate form as depending upon the
model developed, it might be that data is not in the required form or units, to be immediately utilised. You
may therefore need to progress through a series of transformations, to be able to apply a given method to a
dataset. This is explored with data forecasting.

3) Model solution - given the nature of modelling, it is important for the manager/modeller to also be aware
of the mechanistic limitations of their model, so that the solution generated through its application to a

dataset, will also have constraints and assumptions that limit the solution’s effectiveness and/or validity.

Clearly therefore the choice of a decision model requires a cost and benefit consideration to be made in selecting an
appropriate set of mathematical relationships where frequently a less complicated (although perhaps less precise) model
is more appropriate than a more complex and accurate one due to cost and ease of solution considerations. We can also
consider from chapter 1, that decision variables and the decision body can also increase the complexity of the model chosen
and the data selected. The model’s solution therefore is always seeking to maximize or minimize a given event or outcome,
subject to the constraints of the model chosen. The values of the decision variables that provide the mathematically-best
output are referred to as the optimal solution for the model. In the area of linear programming for example, which is
concerned with resource efficiency use, (but which is not discussed in this text), it is important to attempt to identify the

optimizing solution from a range of viable solutions (or usually called feasible solutions).

Mathematical models are deterministic when concerned with discrete events and outcomes. Where events and outcomes
are subject to variations in inputs that shape the decision making process, they are called stochastic models. Such models
are more problematic for managers and difficult to generalise from. Perhaps the most famous such model in studies of

Business and Management is that of Gibrat’s Law (Box 3.1).
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Box3. 1 : A stochastic mathematical model

Robert Gibrat stated that the size of a firm and the growth rate of that firm are independent. This is also called
the rule of proportionate growth. It has also been applied to city growth where both a pareto and log-normal
mathematical growth models are observed for some periods of city growth. These differences in growth rates
arise due to the relationship between economic activity and population mobility. To understand how and
why individuals cluster in towns and then cities in the same geographical area, requires an understanding of
the varied reasons why people move and what economic forces are involved in this decision (Eeckhout, 2004)

making it difficult for a deterministic relationship to emerge.

We continue this chapter by developing these concerns further through a consideration of probability and decision analysis
of finite and ‘state of nature events’. It is important to realise in this discussion that the term ‘event’ refers to an action
of interest to a decision maker. ’State of nature’ events specifically refers to mutually exclusive events or outcomes of
interest to a decision maker, where if a given event occurs, other events that were possible, can no longer happen. So for
most people of modest means, if you choose to buy car A, you are then unable to buy car B, C or D. These are discrete
event outcomes, which are from a very small set of possible events or outcomes that a decision maker might choose
from. Where there might be many thousands or more potential event outcomes, we clearly are not dealing with a small,
manageable discrete set of possible events — but in fact are considering a distribution of events (with some more or less

likely to occur or be chosen). We consider this type of event outcome later as ‘distribution functions’.

3.2 The Decision tree — a map of the solution set

In its simplest understanding, discrete event outcomes of unknown or uncertain decisions, can be described mathematically
by using logical analysis. This is often described as decision analysis. We were introduced in chapter 1 to the idea of
a solution set - a range of solutions which describe the range of possible outcomes for a given decision. This range of
solutions can be represented by a logical decision tree — which is a visual representation of outcomes that emerge from a
given decision (and which, when drawn, can look like a tree!). In this manner, this is a logical model reflecting the RAT
models outlined in chapter 1. All outcomes can be articulated for a given series of sequential decisions so as to determine
the optimal outcome given different likelihoods for those outcomes occurring. Hence a logical ‘tree’ of outcomes is

generated which is a chronological representation of the decision problem.

There are conventions to adopt to construct such decision trees using a particular form and structure. Each decision tree
therefore has two types of outcome (or nodes). Round nodes correspond to the states of nature (the outcomes) while
square nodes are used to represent the (further or subsequent) decision alternatives. In such a way, decision alternatives
can lead to further state of nature outcome nodes and hence further decisions — and so forth. In this way, the full decision
solution set can be explored and visually represented. When all solution set outcomes have been mapped then it is also
common practice to identify payofts/costs/benefits that accrue should that branch of the decision tree manifest in reality.
In constructing these trees, it is common practice to begin at the first decision (which is constructed on the left of the
subsequent diagram) and logically proceed right, using the appropriate nomenclature (square and round nodes) to
represent outcomes from decisions. Only when all the solution set has been captured and visualized, can data be added
to the tree. Such a simple articulation of a solution set of course, reflects available information at a given point and time

in the models development.

Download free eBooks at bookboon.com



As we see shortly, undertaking actions to improve understanding about the likelihood of a given outcome occurring can
subsequently require a revision of the original tree or mapping of the solution set. It is common practice to then describe
the original probabilities (likelihood) of a given decision occurring from a solution set as being prior probabilities.
When the tree is then revised in light of new knowledge of the problem (and hence an improved model has then been
developed), the probabilities (likelihood) of a given decision then occurring from a solution set are described as being

posterior probabilities. Let’s consider a simple example (Box 3.2) and review some simple refreshers on basic probability.

o The probability (likelihood) of a given event (E) occurring can be written as: P(E)

o Mutually exclusive events (States of Nature) describe that if one outcome event occurs, the others from the
solution set cannot.

o Independent events are described when the occurrence of one event does not affect the likelihood of an
alternative event occurring

+ The logical rule of independent events occurring (without regards to their combination) is the OR rule (i.e.
P (throwing a 3 or 6 on a single throw of a die) = 1/6 + 1/6 = 1/3.

o The logical rule of sequential non-independent events occurring is the AND rule (i.e. P (throwing a 3 and
then a 6 on a single throw of a die) = 1/6 x 1/6 = 1/36.

o The likelihood of several given event outcomes occurring following a decision being made must sum 1 (as
one of the event outcomes will occur).

+ Conditional probabilities —~describe the context where one event DOES affect the likelihood of another then

occurring, i.e. probability of event X occurring after Y event has already occurred = P(X HY)

Box 3.2: The Production Line

On a production line, 90% of the time it is set up correctly. When this happens, 95% of the output it produces
are good parts. If the line is incorrectly set up, then the chance of it producing a good part is only 30%. On
any given day, when the line is set up and the first goods made are found to be good, what is the probability

that the machine is set up correctly?

If we draw a decision tree to encompass the solution set, we begin with the first decision’ — which is the decision
to ‘Set up Production Line’ (hence a square node). This can have two state of nature outcomes as defined in the
question - the line can be set up correctly or it can be set up incorrectly (round nodes). The inspection of parts
from both potential branches of setting up the production line (the next decision) can result (as outcomes) in

parts then being assessed as either good or bad. Hence the tree would look like:
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After this forward pass through the logic of the question, the simple tree now contains all possible solutions - i.e. that good
parts can arise from both a good and bad initial set up. Backward passing through the tree (from right to left) — we then add
measured data (in this case the likelihood of producing good parts from a good set up, the likelihood of being set up correctly
and the likelihood of producing a good part from a bad set up) - hence:
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The solution set that contains good parts as an outcome (event) of this model can be described as: { P(Parts good | good
initial set up), P(Parts good | bad initial set up)}. The | symbol denotes a preceding outcome has already happened (and it is
said as ‘the probability of X event occurring given Y event has already occurred). Hence if our decision to resolve is to learn
if the production line is set up correctly or not initially, to arrive at the outcome of good parts from an initial good set up, the
likelihood of this occurring is (0.9 x 0.95) — as both these outcome events must occur. This equals 0.855 (or 86%). However, we
have noted that our solution set {...} above also includes the outcome of good parts from a bad initial set up. The likelihood of
this being an outcome event is (0.1 x 0.3) or 0.03. Hence good parts can come from both a bad OR good initial set up with a
likelihood of (0.03 + 0.855) or 0.858. Basic probability theory has been used in this simple example and now also allows us to
finally answer the question initially asked of P (good production line set up) as: 0.855 / 0.858 or 99.7%. This last calculation
is derived by considering which answers of the solution set are the desired ones (i.e. those which product good parts from an

initial good set up). This example has used both prior and conditional probabilities (likelihoods).

The example given in Box 3.2 did not include pay offs (the returns gathered by following a particular series of decisions
and outcomes) per se, which would be associated with the outcome event solution set. Pay offs — when added to a decision
tree - sit on the very right of the diagram, and denote (typically) profit, cost, time, distance or any other appropriate
measurement argued to preferentially differentiate between preferred outcome events. Pay offs are therefore the result of

a specific combination of a decision alternative and a state of nature.

33 Decision Analysis

Before progressing this probabilities discussion further, we can also consider how decisions are made where we may lack
specific probability data to support the development of a complete solution set. This is often called decision analysis
under uncertainty. Andersen et al (2010) and Waters (1998) describe three approaches to modelling decisions when we

are considering alternate states of nature outcomes without comparative probabilities. These are:
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+ The optimistic approach — where the decision maker acts rationally (following RAT models) and chooses
the largest payoff (or alternately the payoff which uses a minimum of resources). This is also called the equal
likelihood criteria (as each state of nature is equally likely to occur) or sometimes the Laplace decision
criterion (named after its originator Pierre-Simon Laplace (1749-1827)(Waters, 1998). This approach does
not consider the risk of incurring large losses - it is focused upon the highest average return. This can make
this method of decision making unattractive for smaller organisations for example who are more concerned
with short term cashflow.

o The conservative approach — where the decision maker acts rationally and chooses the best of the worst
possible payofts i.e. a payoff may be the maximum of the minimum payoffs (Maximin) achievable. This
is also called the Wald decision criteria (named after its originator Abraham Wald (1902-1950)(Waters,
1998).Hence the strategic objective of this approach is to avoid the worst outcomes. In these situations, the
decision maker may gain more (in hindsight) by following different decisions, but in choosing the maximin
payoff - he/she cannot gain less.

o The minimax regret approach — where the decision maker identifies the decision that results in the
minimum of the maximum regrets (losses) between different outcome events. Hence the objective is to
ensure that the larger opportunity losses are avoided (Lotfi and Pegels, 1996). This is also called the Savage

decision criteria (named after its founder Leonard Jimmie Savage (1917-1970)).

We can illustrate these different decision making strategies through some examples:

/

Table 3.1

/

Table 3.2
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In table 3.1, a rational optimistic decision maker would use the optimistic (or maximax) approach - in other words they
would choose the decision that has the largest single value in the payoff table (in this case d3, with all states of nature
assumed to be equally liable). In table 3.2, a decision maker would use the conservative (maximin) approach where the
minimum payoffs for each decision are listed and the decision maker selects that outcome which is the maximum of these
minimum payoffs (in this case d3 again). For the minimax regret approach, reconsider table 3.1 - but this time assume
that we choose the optimum decision per potential state of nature, so that for s1 we could chose d1, for s2 we would
chose d3 and for s3 we would choose d2. We then subtract this optimal decision payoff per state of nature from the other
payoffs per state of nature. So for table 3.3, the first column (s1) which has the optimal payoff of 4 (from s1) — would
generate a regret table of (4-4=0, 4-0=4, 4-1=3) to populate the first column. This is also known as an opportunity loss

matrix. The second and third column are similarly populated so that:

s1 s2 s3
d1 0 1 1
d2 4 2 0
d3 3 0 2
Table 3.3

After constructing table 3.3, we can then identify those decisions (per state of nature) which result in the biggest (and
lowest) maximum regret. In the case of table 3, this is 1 for d1 (by either s2 and/or s3), 4 for d2 (by s1) and 3 for d3 (by

s1). Now considering these maximum regret payoffs, we can note that the decision d1 has the lowest maximum regret

and would be our final strategic choice. In other words, this is the minimum maximum regret.
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Let’s consider another example of this form of decision making uncertainty. It is particularly relevant when the actions
of a decision maker are not judged by that decision maker, but by others elsewhere in an organisation. For example
Beckman(1988) in a fascinating read on the causes of famous business crashes since the 17 century, recounted the story
of a famous stockbroker in the 1970s who was unsuccessful initially in selling his stock to commodity houses. He soon
realised that it was not the inherent quality of the stock he was trying to sell that was actually important to potential
buyers, but whether other commodity buyers had decided to buy stock. Hence his decision making (in deciding what to
try to sell) was being judged by others. Similarly, a tutor grading student papers may judge a student not by what they
achieved (say 65%) but that they did not achieve 100%. In all cases, there is then regret —which is the difference between

the actual outcome and best possible outcome. The ‘student’ regret would be 35% in the cited example.

Key steps for this minimize regret/Savage decision making criterion are (Waters, 1998):

1. For each event find the best possible outcome (i.e. the ‘best’ payoff in a given range of concurrent but
mutually exclusive events).

2. Identify the difference between the outcomes for those events and the ‘best’ outcome of the events presented
- these are the regrets of the decision making process

3. Use these regrets to construct a ‘regret’ matrix (otherwise known as an opportunity loss matrix). There
must then of course be one zero in each column of payoffs/possible outcomes (which comes from the ‘best’
outcome) and a table of +ve differences from the other possible outcomes).

4. For each alternative decision, identify the highest regret (i.e. the largest number in each column of mutually
exclusive events).

5. Select the alternative with the lowest value of those highest regrets.

Waters(1998) offers a simple worked example to illustrate this decision making criteria which is adapted here. Consider
three competing market sellers of fruit and vegetables who must each decide on the morning how much (what quantity)
to buy. This decision is taken with consideration of a range of variables which (for argument’s sake) depends upon the
weather. The market sellers, through their experience, would be able to construct a payoff table (outcome table) such as

(Table 3.4) which is the difference (say in tens of pounds) between costs and revenues:

Events

Good weather

Average weather

Bad weather

Buy large 20 8 2
Alternatives Buy medium 10 9 6
Buy small 6 3 4

Clearly by inspecting table 3.4, the best outcomes are 20, 9 and 6 for all event outcomes. The regret table (opportunity

Table 3.4: Payoff (profit) table for Market Sellers

loss table) is then constructed by subtracting the best payoffs from all payofts — such as that in table 3.5:
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Events

Good weather

Average weather

Bad weather

Buy large 0 1 4
Alternatives Buy medium 10 0 0
Buy small 14 6 2

Table 3.5: Opportunity Loss (regret) table

Hence by inspecting table 3.5, the highest regrets by decision alternative are the maximum of those decision alternatives, ie.
o Highest regret of ‘buy large’ = 4
« Highest regret of ‘buy medium’ =10
« Highest regret of ‘buy small’ = 14

Hence - the recommended decision alternative is ‘buy large’

Let’s take another example- this time of stock investment. In Table 3.6, the stock rises or falls are noted in stock prices over a
four year period (let’s just assume they are given in % year on year). As an investor, one method of making a decision might
be to use an optimistic approach and then after a period of time, to review the success (or otherwise) of this model through

a minimax regret analysis. So we can assume (as in reality) that we only have Year 1 data to review (initially and so on).

Stock Year 1 Year 2 Year 3 Year 4
Intel -0.3 0.9 0.4 0.5
Google 0 0.5 0.1 0.4
Apple 0.6 0.4 0 0.6
Sony 0.3 -0.1 -0.7 0.7
Wolfram 0.2 -0.6 0.4 0
Table 3.6

In Year 1, the optimistic approach to decision making would have been to select Apple stock, which had risen 0.6
percentage points in that year, for year 2. In Year 2, we would then have selected Intel stock for year 3, followed by either
Intel or Wolfram in year 3 for year 4 and then finally Sony stock in year 4 for year 5. The key question is, how does your
return differ by following this approach, from the ‘best’ approach (the decisions that minimise the maximum regret)?

Constructing a regret table generates table 3.7:

Stock Year 1 Year 2 Year 3 Year 4
Intel 0.9 0 0 0.2
Google 0.6 04 0.3 0.3
Apple 0 0.5 0.4 0.1

Sony 0.3 1 -1.1 0
Wolfram 04 1.5 0 0.7
Table 7
109
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In other words, for column 1, the optimistic decision for year 2 is to buy Apple (0.6 gain). Hence the regret payoff for d1
(intel) is then 0.6- (-0.3) = 0.9, for d2 (Google) is 0.6-0.6=0, for d4 (Sony) is 0.6-0.3=0.3 and for Wolfram is 0.6-0.2=0.4.
Now at the end of Year 2, we select to buy Intel stock (which showed a 0.9 gain) for Year 3. Hence the regret payoft for
Year 2 then becomes (table 5) d1 (0.9-0.9=0), d2 (0.9-0.5=0.4), d3 (0.9-0.4=0.5), d4 (0.9-(-0.1)=1), d5 (0.9-(-0.6)=1.5).
This is repeated for Years 3 and 4 to complete Table 3.7 (NB Intel stock again was again bought in Year 3). Adding a fifth

column to table 3.5, generates table 3.6 which contains the maximum regret per decision as:

Stock Year 1 Year 2 Year 3 Year 4 Maximum Regret
Intel 0.9 0 0 0.2 0.9
Google 0.6 0.4 0.3 0.3 0.6
Apple 0 0.5 0.4 0.1 0.5
Sony 0.3 1 -1.1 0 1
Wolfram 0.4 1.5 0 0.7 1.5
Table 3.8

The minimum maximum regret considering the decisions across the four years is found with Apple (at 0.5) and would,
reflecting upon historic data, be the preferred stock to buy. Overall therefore the minimax regret approach requires the
construction of a regret table over this period (this is the opportunity loss table) which is determined by calculating for
each state of nature, the difference between each forecasted payoff and the largest payoft for that state of nature. This table
of data then allows the maximum regret (difference) for each possible decision as listed to be determined. This corresponds

with the decision of choosing the minimum of the maximum regrets.
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Some questions for you to work through are given below (answers then follow).

Q1) A firm decides to build a new plant to make a new range of toys. The new plant - could either be large or small and this
choice depends upon how it is believed the market will react to the new range of toys. The Marketing Staff have decided to

view this decision from a long run perspective where demand could either be low, medium or high (in mEuros). This is the

projected payoff table:
Plant Size Long Run Demand
Low Demand Medium Demand High Demand
Small 150 200 200
Large 50 200 500

Answer the following questions1:1) What is the decision to be made and what is the chance event for this firm? 2) Construct

a decision tree and 3) Recommend a decision based upon the use of optimistic, conservative and minimax regret approaches.

Al) To choose the best sized plant (which can be large or small),
A2)

Low
/—\\". Medium

Low
N Medium
Large High
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Clearly an important concern for a decision maker, making decisions under uncertainty is to identify and consider which
decision making criteria to use. There is no guarantee or expectation, that the three outlined decision making criterion
will generate the same recommended decisions. Which criterion to use, is partially dependent upon who will be judging
the success or otherwise of those decisions. If it is not the decision maker for example, then the minimax regret approach
(Savage) should be adopted. It has already been noted, that a small company may not be able to bear significant losses and
hence will make decisions conservatively (Wald) and if, for a larger organisation, there is little to differentiate between
decision alternatives then the optimistic (Laplace) decision criteria can be used. We will return to these issues when

considering the value of (new) information regarding decision alternatives shortly.

34 More on probabilities: Expected Monetary Values (EMVs)

The earlier discussion (following from Box 3.1) introduced simple probabilities and their manipulation to develop models
of a decision which span the solution set for a given problem. Expected Monetary Values (EM V) are additional calculations
derived from the multiplication of a given outcome likelihood and the payoff for that likelihood. As (usually) there are
several outcomes following a decision, one of these outcomes will happen (should that decision be taken) and hence the
EMV 