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Preface

Groundwater, extracted from deep geological formations (called aquifers)
through pumping wells, constitutes an important component of many wa-
ter resource systems. A spring constitutes an outlet for groundwater from an
underlying aquifer to ground surface; its discharge rate may be strongly af-
fected by pumping from the same aquifer in the vicinity of the spring. Water
can be injected through specially designed wells into an aquifer, say, for stor-
age purposes. A water table aquifer can also be artificially recharged through
infiltration ponds. These are just a few examples of factor that may affect
the management of a groundwater system. Decisions associated with such
management include, for example,

• The volume that can be safely withdrawn annually from the aquifer.
• The location of pumping and artificial recharge wells, and their rates.
• The quality of the water to be maintained in the aquifer, and/or to be

pumped from it.

In fact, in the management of water resources, the quantity and quality
problems cannot be separated from each other. In many parts of the world,
as a result of increased withdrawal of groundwater, often beyond permissi-
ble limits, the quality of groundwater has been continuously deteriorating,
causing much concern to both suppliers and users. The quality deterioration
may manifest itself in the form of an increase in the total salinity, or as in-
creased concentrations of nitrates and other undesirable chemical species, or
as increased concentrations of harmful pathogens.

Traditionally, hydrogeologist dealt with flow in aquifers, and with certain
water quality aspects, e.g., salinization. Soil physicist and agronomists, in
connection with agricultural activities, have modeled the movement of water
and chemicals (e.g., fertilizers) in the unsaturated zone. The hydrogeologist,
whose primary interest has been water in aquifers, regarded the unsaturated
zone only as the domain through which water from precipitation passes on
its way to replenish an underlying water table aquifer. The details of the
actual movement of water through the unsaturated zone have been of little
or no interest. The situation has completely changed with the rising interest
in subsurface contamination. Clearly, interdisciplinary efforts, straddling nu-

xi
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merous areas of expertise, are now required to model and solve contamination
problems of practical importance.

In recent years, in addition to the general groundwater quality aspects
mentioned above, public attention has been focused on groundwater contam-
ination by hazardous industrial wastes, on leachate from landfills and spills
of oil and other toxic liquids, on agricultural activities, such as the use of
fertilizers, pesticides, and herbicides, and on radioactive waste in repositories
located in deep geological formations, to mention some of the more acute
contamination sources. Although originating at ground surface, these con-
taminants (e.g., spilled oil, pesticides applied to an orchard, or leachate from
a landfill), soon infiltrate through ground surface, percolate through the un-
saturated zone, and find their way to groundwater in an underlying aquifer.
Once reaching the aquifer, contaminants are transported with the moving
groundwater, eventually reaching pumping wells, streams and lakes.

Sometimes, a toxic chemical may constitute a separate, nonaqueous, liq-
uid phase, e.g., oil, that occupies part of the void space. Components of such
toxic liquids may dissolve in percolating water, thus constituting a source for
groundwater contamination. The volatile contaminant components may evap-
orate to become components of the gaseous phase (air) present in the void
space. In the subsurface, while being transported with the water, the various
contaminants undergo complex physical, chemical, and biological transforma-
tions. Chemical species carried by the water often interact with each other
and with the soil, especially with the clay and organic fractions of the latter.
Phenomena such as adsorption, ion exchange, chemical reactions, dissolution,
volatilization, and biological decay, continuously affect the concentration of
the chemical constituents present in the percolating water.

Data obtained by monitoring concentrations of hazardous contaminants
in the subsurface, often call for remedial action. Regulations on quality stan-
dards may require cleanup of the contaminated aquifer and the unsaturated
zone. The latter may be visualized as a huge physical-chemical-biological re-
actor in which many processes occur simultaneously among species present
in the water, in nonaqueous fluids, and on the solid matrix. The biota present
on the soil and in the fluids may also play an important role. Because of the
way fluids behave in the unsaturated zone, cleaning that zone is often very
complicated and costly, as it often requires sophisticated in situ chemical and
biological methods.

Any plan of mitigation, cleanup operations, or control measures, once con-
tamination has been detected in the subsurface, requires the prediction of
pathways and fate of the contaminants, in response to certain planned reme-
diation activities. Similarly, any monitoring or observation network must be
based on the anticipated behavior of the system.

Management means making decisions to achieve goals, without violating
specified constraints. Therefore, good management requires information on
the response of the managed system to proposed activities. This information
enables the planner, or the decision-maker, to compare alternative actions,
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to select the best one, and to ensure that constraints are not violated. All
such predictions can be obtained, within the framework of a considered man-
agement problem, by constructing and solving mathematical models of the
investigated domain, and of the flow and solute transport phenomena that
take place in it.

Using mathematical models for making prediction requires input data.
The major role of the data is to enable model validation and calibration. The
more accurate and complete are the collected field data, the more reliable are
the values of model parameters obtained by model calibration, and, hence,
also of the model’s predictions. However, data gathering activities face the
reality of uncertainty: subsurface geological formations are far too heteroge-
nous to provide the accurate detailed information required for their complete
description. Nevertheless, since there is no other way but to use models in
order to predict the future behavior of an investigated system, using what-
ever data that are available for model calibration cannot be avoided, in spite
of the associated uncertainty. Various tools are available for coping with this
uncertainty.

For most practical problems, because of the heterogeneity of the considered
domain and the irregular shape of its boundaries, it is not possible to solve
the mathematical models analytically. Instead, the mathematical model is
transformed into a numerical one that can be solved by means of computer
programs. Indeed, excellent computer programs are available for this purpose.
Unfortunately, too often, practitioners use such available computer programs
without really grasping the theory and assumptions underlying the models
that they are solving. Our purpose in this book is to present not only the
models that describe phenomena of flow and solute transport in aquifers, but
also to emphasize the theoretical foundation and the various assumptions
that simplify the complex reality to the extent that it can be described by
rather simple and solvable models.

With this background, the major objectives of this book are:

To construct conceptual and mathematical models that can provide the
information required for making decisions associated with the manage-
ment of groundwater resources, and the remediation of contaminated
aquifers.

More specifically,

• To describe the mechanisms that govern the movement of fluids and con-
taminants in aquifers and in the unsaturated zone.

• To construct well-posed mathematical models of saturated flow in three-
dimensional porous medium domains and in aquifers, and of single and
multiphase flow in the unsaturated zone.

• To construct well-posed mathematical models of transport of single and
multiple chemical species in the unsaturated zone and in aquifers.
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Three additional topics, strongly related to use of models for predicting flow
and transport regimes in aquifers, within the framework of management, are
discussed:

• The use of numerical models and computer codes as practical tools for
solving the mathematical models.

• The issues of uncertainty associated with modeling.
• Certain mathematical tools for groundwater management.

With these objectives in mind, the book is aimed at practitioners, model-
ers, water resources managers, scientists, and researchers, who face the need
to build and solve models of flow and contaminant transport in the subsur-
face. It is also suitable for graduate and upper level undergraduate students
who are interested in such topics as groundwater, water resources, and envi-
ronmental engineering. The basic scientific background needed is the concepts
and terminologies of hydrology and hydraulics.

Finally, we wish to acknowledge the following colleagues who have provided
useful advice for various parts of the book: Yunwei Sun and Walt McNab of
Lawrence Livermore National Laboratory; Quanlin Zhou of Lawrence Berke-
ley National Laboratory; Peter Lichtner of Los Alamos National Labora-
tory; Vicky Freeman of Pacific Northwest National Laboratory; Ajit Sadana
of the University of Mississippi; Randy Gentry of the University of Ten-
nessee; Shlomo Neuman of the University of Arizona; Prabhakar Clement of
Auburn University; T.N. Narasimhan of the University of California, Berke-
ley; Shlomo Orr of MRDS, Inc.; Shaul Sorek of Ben-Gurion University, Israel;
Uri Shavit and Leonid Fel of Technion, Israel; Jacob Bensabat of Environmen-
tal and Water Resources Engineering Inc., Israel; Dalila Loudyi of Hassan II
University, Morocco; and Don Nield of University of Auckland, New Zealand.

Jacob Bear Haifa, Israel
Alexander H.-D. Cheng Oxford, Mississippi, USA

2009
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Chapter 1

INTRODUCTION

The objective of this book is to present the methodology and procedure for
constructing complete conceptual and mathematical models of two types of
problems: (1) groundwater flow, and (2) groundwater contaminant trans-
port, both in the saturated and unsaturated zones. The construction of such
models, however, is not the ultimate goal. In fact, these models are used
as essential tools for the planning and management for sustainable use of
groundwater resources. This use of models is based on our belief that the
physical reality can be represented by mathematical models, albeit with ac-
ceptable approximations. In this chapter, we examine the concept, process,
and limitations of modeling.

Accordingly, this chapter discusses the role of groundwater in the hydro-
logical cycle, and presents aquifers as a part of water resources systems. The
objectives of water resources management are then presented. In view of the
complex hydrological, environmental, and economic constraints, these objec-
tives may be in conflict with each other. Alternative management schemes
often have to be evaluated and compared by solving models that can simulate
the various scenarios. The evaluation of water resources systems, particularly
groundwater systems with complex objectives, is possible today, primarily
due to the advancement of computer systems since the 1970s. The advent of
new computer technologies and capabilities has allowed for the development
of more complex mathematical models.

An aquifer is a porous medium domain. Hence, flow through the void space
of a porous medium is involved in all (physical and, hence, mathematical)
models of groundwater systems. Since it is neither feasible nor required to
model the detailed flow inside the pore space, we shall show and discuss
how this flow and other phenomena of transport (e.g., solute transport) are
modeled without information on the details of the pore space geometry. This
is accomplished by introducing the concept of a continuum.

In this chapter, we may use terms and concepts that will be defined and
explained later in the book in more details. This is based on the assumption
that the reader is somewhat familiar with these concepts and terminology
from earlier studies.

1J. Bear, A.H.-D. Cheng, Modeling Groundwater Flow and Contaminant Transport,  
Theory and Applications of Transport in Porous Media 23, 
DOI 10.1007/978-1-4020-6682-5_1, © Springer Science+Business Media B.V. 2010 



2 INTRODUCTION

1.1 Groundwater in Water Resources Systems

1.1.1 Hydrological cycle
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Figure 1.1.1: The hydrological cycle (SR = surface runoff, E = Evaporation,
ET = evapotranspiration, I = infiltration, RF = return flow, N = natural
replenishment).

The hydrological cycle is the term used to describe the cyclic movement of
water (in all its states) in nature. As shown by the schematic description in
Fig. 1.1.1, the hydrological cycle includes the following components:

• Evaporation from the world’s oceans and lakes.
• Transport of water vapor by atmospheric circulation.
• Condensation and precipitation over land and oceans.
• Impoundment in lakes.
• Movement of water back to the oceans as groundwater and river flow.

Groundwater is a term used to denote all the waters found beneath ground
surface, as a part of the hydrological cycle. However, often this definition
is reserved for the term subsurface water, while the term groundwater is
associated primarily with that part of the water in the hydrological cycle
that occurs only in the zone of saturation. Most groundwater hydrologists
employ the latter definition, although water in the unsaturated zone is an
important part of the hydrological cycle. In addition, understanding what
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happens in the unsaturated zone is essential, especially in the connection
with subsurface contamination.

The role of the unsaturated zone is clearly depicted in Fig. 1.1.1. A por-
tion of the precipitation infiltrates through land surface, and then percolates
through the unsaturated zone to an underlying groundwater reservoir. On its
way, part of it is taken up by plants and transpires to the atmosphere. An-
other part may evaporate back to the atmosphere through the ground surface.
Water in the unsaturated zone, often referred to as soil moisture, amounts
to only about 1.6% of the generally accessible subsurface water (at less than
half a mile deep), on a global basis. This amount is of little significance as
a source of water. However, the moisture in the unsaturated zone plays a
very important role in providing nutrients for plants, as well as transport-
ing, transforming, and temporarily storing dissolved substances originating
at ground surface and carried downward by the water.

1.1.2 Surface water versus groundwater

In order to discuss the role that groundwater may play in the management of
regional water resources, let us assume that both surface water and ground-
water are present in relatively significant quantities in a region.

Actually, surface water (in lakes and streams) and groundwater (in aqui-
fers) are not necessarily independent water resources. Consider, for example,
the interrelations between a river (or a lake) and an adjacent aquifer, or a
river passing through a region in which a phreatic aquifer exists. If the river
(or lake) bed is not completely clogged, water will flow through it from the
river into the aquifer when water levels in the former are higher than in the
latter, and vice versa. Base flow in streams is nothing more than groundwater
emerging at ground surface. In this way, rivers and lakes in direct, continuous
hydraulic contact with adjacent, or underlying aquifers serve as boundaries to
the flow domain in the latter. By controlling water levels on such boundaries,
we can control the flow of water through them into or out of an aquifer.

Discharge from a spring is another example of groundwater emerging, un-
der certain conditions, at ground surface and becoming surface runoff. By
controlling groundwater levels in the vicinity of a spring, its discharge is
controlled, or even stopped completely.

The above considerations apply not only to water quantity, but also to wa-
ter quality, defined, for example, by some chemical species or microorganisms
carried with the water. Polluted surface water may easily reach and pollute
groundwater and vice versa.

Thus, it is obvious that the management of regional water resources should
always include both resources, incorporating each of them in the overall sys-
tem according to its individual features. In one way or another, any control
of one resource will eventually, if not immediately, affect the other. The pos-
sible time lag may be due to storage and/or the relatively slow movement
of groundwater and of pollutants carried by it. One should note, however,
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that the water divide delineating a groundwater basin and that delineating
a surface one are not necessarily geographically identical; in fact, generally,
they are not. Depending on the geographical boundaries of any such region,
management may include transfer of water from one basin to another within
the framework of regional conjunctive use.

Although it seems obvious that groundwater, when present in a region,
should be used conjunctively with surface water within the framework of any
development and management scheme, in many parts of the world, one finds a
certain degree of reluctance to include groundwater in such schemes. Perhaps,
in part, this attitude stems from the fact that unlike water in streams and
lakes, one cannot actually see groundwater in aquifers. In trying to rationalize
this attitude, the following reasons were given (Wiener, 1972):

• Exploitation of groundwater is energy consuming and expensive, especially
when the water table, or the piezometric surface, is deep.

• Planning the development of groundwater resources requires long-term
data, which, usually, are not available.

• Evaluation and planning groundwater resources requires highly trained
personnel that are not available.

• It is difficult to predict the response of an aquifer (in terms of both water
quantity and quality) to proposed management schemes.

• Groundwater projects are usually single purpose ones, namely, to supply
pumped water, whereas most surface water projects have multiple pur-
poses, e.g., to supply water, produce energy, and provide recreation.

Obviously, in order to examine these arguments and to compare surface
water with groundwater, one must know the local conditions. In general,
however, it seems that at least in part, these arguments are based on lack of
knowledge. For example:

• It is true that when pumping heads are large, energy costs may be sig-
nificant (whereas energy may be produced from surface water). However,
if one includes in the annual expenditures also the relatively high initial
investments required for hydraulic structures, such as storage dams, diver-
sion structures, canals, and pipes, the overall economic picture may sway
in the direction favoring groundwater.

• Because of the large storage and slow motion involved, groundwater levels
at any instant reflect the accumulated effect of a rather long period of
time; changes are relatively small and slow, in comparison with those of
surface water. Hence, in general, shorter groundwater records give suffi-
cient information for planning purposes, whereas much longer records are
required in order to obtain a complete picture of the more frequent and
rapid fluctuating behavior of surface water.

• It is true that a certain amount of knowledge is required, but this knowl-
edge has been developed to the extent that nowadays this knowledge is
included in most training programs of hydrologists and civil and environ-
mental engineers, or in special courses of continuing education. Most of
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the necessary theory is also included in the present text, as a contribu-
tion to the dissemination of knowledge on groundwater. Consequently, the
lack of skilled personnel can easily be overcome, even in regions where this
subject has been neglected in the past.

• With modern hydrological tools, there is no difficulty in modeling the
behavior of a groundwater system and forecasting its response (both
quantity- and quality-wise). In general, the forecasts are reliable. In most
cases, because of the system’s complexity, digital computers and computer
programs have to be used.

• Certainly, unlike surface water, groundwater cannot be used for recreation.
Nevertheless, and perhaps to a more limited extent, groundwater projects
may also serve multiple purposes. For example, in addition to water supply,
drainage and reclamation of land may be achieved. We have already men-
tioned above that by controlling groundwater levels in adjacent aquifers,
we can control base flow in streams, and this, in turn, has water quality as
well as ecological consequences. Using the purifying and mixing properties
of an aquifer, artificial recharge can be used for the disposal of reclaimed
sewage water, thus augmenting groundwater quantity.

1.1.3 Characteristics of groundwater

Our main purpose in bringing these arguments is not to show that groundwa-
ter utilization is always superior and more advantageous, but to emphasize,
again, that whenever the two resources are present, they should be used con-
junctively, according to their individual features. Following are some of the
main characteristics of groundwater (Wiener, 1972).
Location. Surface water flows along fixed curved paths. Their utilization
usually requires the construction of regulative facilities that will make the
water available only along certain portions of their path. On the other hand,
groundwater, when present, underlies extended areas. If these coincide also
with demand areas, there is almost no need for a surface distribution sys-
tem, as the aquifer acts also as a conduit, and consumers can pump their
share directly from the aquifer. This feature is of special interest in regions
where development is gradual. More wells are sunk whenever an increase in
pumping is required. Often control structures for surface water (e.g., dams,
or diversions) cannot be built in stages, and the one-time investment is large.
Flow and availability. Fluctuations in surface flow may be significant.
Minimum flows, including zero flow, occur often during the season of highest
demand for water. On the other hand, climatic fluctuations in groundwater
levels are usually small relative to the aquifer’s thickness, so that the large
volume of water stored in the aquifer may serve as a buffer that can supply
water in periods of drought. Whereas the regulation of surface flow requires
hydraulic structures, which are often rather costly, the regulation of ground-
water flow is incorporated in the implementation of management schemes,
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namely through an appropriate areal and temporal distribution of pumping
and artificial recharge.

The regulation of groundwater flow is, therefore, in general, much less
expensive. Base flow in streams and spring flow (including the drying up of
streams, which means transforming surface flow into groundwater flow) can
be regulated by controlling groundwater levels in their vicinity.
Annual and seasonal variability. Annual and seasonal fluctuations are
much more pronounced in surface than in groundwater flow. In surface flow,
this means large losses of water by spillage in periods of excess water, or the
need for expensive regulatory structures (e.g., dams). In groundwater flow,
storage is provided by the aquifer itself; spillage due to very high water levels
near an outlet is relatively small and can easily be avoided by manipulating
water levels through pumping.
Energy. Energy must be expended in order to lift groundwater to the
ground surface. In general, capital investment in wells are low, but operating
costs (i.e., cost of electricity or fuel) are relatively high. On the other hand,
surface water, stored in reservoirs, often serve also as sources of energy.
Quality of water. Both surface water, e.g., in rivers, and groundwater are
susceptible to man-made pollution, which usually requires costly remediation
and treatment operations for its removal. In certain formations, pollutants
may travel large distances in an aquifer without being attenuated. As for min-
eral contents, although the range of concentrations encountered is very large,
in general one may observe that groundwater is more liable to picking up
minerals in solution. The removal of such minerals is usually very expensive.
When groundwater does get polluted (e.g., by polluting solutes, e.g., leachate
from landfills carried down with the water from the ground surface, or by in-
trusion of groundwater of inferior quality into an aquifer), the restoration of
quality and the removal of pollutants, by mixing with and leaching by clean
water, is a very slow, hence, lengthy, and, sometimes, practically impossi-
ble, process; the process is often practically irreversible. This is due to the
very slow movement of groundwater, especially in layers of very fine material,
imbedded in formations of higher permeability, and to adsorption and ion-
exchange phenomena on the surface of the solid matrix. These phenomena
are especially significant when fine grained materials, e.g., clay, are present
in an aquifer. Adsorbed species continue to be fed into the groundwater flow
for prolonged periods.

On the other hand, for certain polluting elements carried with the water,
such as treated waste water, the above processes of adsorption and ion ex-
change are an advantage as they remove them from the water. The aquifer
then plays the role of a filter and a purifier, taking advantage of the adsorptive
capacity of the solid matrix.

In general, there is always the trend of salinization of groundwater by
solutes brought down from the surface. Under natural conditions, an equilib-
rium is reached by the fact that water leaving the formation carries solutes
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with it. However, when a management program calls for a reduction of out-
flow (i.e., increased pumping) and/or the introduction of more solutes (e.g.,
when the aquifer is artificially recharged with water of inferior quality, or
when more soluble polluting sources are introduced on the ground surface),
this equilibrium is destroyed and we observe an inevitable rise in groundwater
solute concentration, sometimes beyond permissible limits.
Impact on drainage problems. The lowering of the phreatic surface
by pumping may solve drainage problems in areas where the problems are
produced by a high water table. The application of surface water in such cases
may require a drainage system to maintain the water table at the desired
depth. In the case of marshes or of a water table which is close to the ground
surface, the lowering of the water table will also reduce evapotranspiration,
thus making more water available for beneficial use. When artificial recharge
(Sec. 3.4) is implemented, one should make sure that the rising water table
of a phreatic aquifer will not create drainage problems.
Land subsidence. When water is pumped out of a confined aquifer, the
intergranular stress in the solid matrix is increased even without changing
the load at ground surface. When relatively soft layers (e.g., clay, or silt)
are present within the aquifer, they are compressed and we observe land
subsidence. In certain areas this subsidence is very significant and can limit,
or even force the stoppage, of pumping.
Data. The main source for information about the movement and accumu-
lation in an aquifer of water and solutes carried with the water, are measure-
ments of water levels and solute concentrations in observation wells. Spring
discharge and base flow are also sources of data. Even with a relatively small
amount of information, preliminary conclusions as to the feasibility of ground-
water development can be drawn; they can be modified when more data be-
comes available as development proceeds. The construction of more refined
models of aquifer behavior requires more data, well distributed over space
and time.
Staged and gradual development. The fact that groundwater is with-
drawn through wells, often located at the actual area of consumption, with
each well adding an increment to annual withdrawal, makes it easy to de-
velop groundwater stage by stage as needs arise, or according to a develop-
ment plan. Only a relatively small investment is required at each incremental
development. Surface water projects must, usually, be large in order to be
economical. The economy of scale, important in surface flow regulative struc-
tures, is not a constraint in groundwater projects. In addition, a large storage
dam may not be fully utilized for a long period after its construction, depend-
ing on the rate of consumption growth.
Legal and institutional aspects. Because large scale groundwater de-
velopments are relatively recent, legal and institutional framework regulating
these developments is generally inadequate or nonexistent in many regions.
This is so even in regions where this framework is well established for the
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management of surface water. Because of the interrelations between surface
water and groundwater, and the recommended conjunctive use wherever and
whenever called for, these two kinds of water should be incorporated within
a single, unified legal and administrative framework.

In establishing the legal and administrative framework for the exploitation
of groundwater, it is important to consider some of its basic features. The
entire aquifer may be regarded as a single basin from the point of view of
its water balance. In the long run, all consumers together cannot withdraw
more than what is made available by the water balance, which takes into
account all inputs (natural and artificial) and all outputs. Temporarily, excess
of outflow over inflow can be allowed by reducing storage, i.e., decline of water
levels. By pumping, each well produces a drawdown also in its vicinity and
may affect the pumping of neighboring wells. The aquifer is also a basin
with a certain internal flow pattern established by the pattern of pumping
and recharge, both natural and artificial. Pollutants reaching the aquifer will
be transported according to this flow pattern, and may reach areas at large
distances from where they were originally introduced. In this way, many wells
downstream of a source of pollution may be affected. All these factors call for
basin-wide regulation of groundwater withdrawal, if aquifer sustainability is
set as a goal.

Finally, the problems of groundwater quantity and quality cannot be han-
dled separately, as they are interrelated. For example, seawater intrusion
depends on the rate of freshwater flow from the aquifer to the sea, and the
movement of contaminants depends on the flow pattern.

All these considerations lead to the conclusion that the management of an
aquifer should be centralized and that it requires an appropriate legal and
institutional framework. One cannot leave individual land owners to pump
according to their needs, or to allow them to dump pollutants on their land.

1.1.4 Functions of aquifers

From the discussion presented above, it becomes obvious that beyond serving
as just a source for water, an aquifer is a system that should be managed and
operated as a unit to achieve various objectives. For example:
Source for water. This is the more obvious function. When an aquifer
contains only water stored in it from the far past, usually under different cli-
matic conditions, this water should be considered a nonrenewable resource.
However, in general, an aquifer is replenished annually from precipitation
over the region overlying it, or over its intake region (if it is confined). Thus,
in general, groundwater is a renewable resource. Obviously only a certain
part of the precipitation, depending on the distribution of storms, land to-
pography and cover, permeability of soil, etc., infiltrates through the ground
surface and replenishes the underlying phreatic aquifer. Aquifers can also be
replenished from streams (with permeable beds) and floods. In many arid
regions, aquifers in the low lands are replenished during a very short period
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once in several years, from flash floods originating in the mountains. Under
natural conditions, a quasi-equilibrium situation is maintained with inflow
equal to outflow. Part of the replenishment can be intercepted by pumping,
thus reducing the outflow and establishing a new quasi-equilibrium. In this
way the aquifer serves as a source for water.
Storage reservoir. Every water supply system requires storage, especially
when replenishment is intermittent and is subject to random fluctuations.
Demand may also fluctuate, e.g., seasonally. A large volume of storage is
available in the void space of a phreatic (water table) aquifer. Just to give a
rough idea, we can store 15 × 106 m3 of water in a portion of an aquifer of
10 km × 10 km, with a storativity of 15%, raising the water table by 1 m.
Using the technique of artificial recharge, large quantities of water can, thus,
be stored in a phreatic aquifer. By doing so, water levels rise and outward
(from the recharge area) gradients are established. These cause the stored wa-
ter to spread over ever increasing areas and/or to leave the aquifer through
its boundaries. In this way, if not used, the stored water is gradually lost.
Nevertheless, due to the slow movement of groundwater, and with appro-
priate management, these losses can be minimized. A possible management
procedure is first to lower the water table by pumping in excess of natural
replenishment, withdrawing the volume of water as a one time reserve stored
in the aquifer between the initial and planned water levels, and then use the
dewatered void space for storage. In this way, storage is provided without
raising the water table to excessive elevations. Sometimes, we even start by
producing a crater in the groundwater table and then filling it up for storage.
Again, losses from storage are minimized (recalling always that losses exist
also for surface storage by evaporation and seepage).

An aquifer can be used for long term storage, e.g., from a wet sequence
of years to a dry one, for seasonal storage, from the rainy season to the dry
one, or even for shorter periods. The selection of the type of storage, the
right combination of surface and underground storage, etc., depends on local
conditions, economics, etc.
Conduit. Using the techniques of artificial recharge, water can be intro-
duced into an aquifer at one point and be withdrawn by pumping at another
(or at several other points). The injected water will flow through the aquifer
from regions of high water levels, produced by the recharge, to region of low
water levels, produced by the pumping. The rate of flow will depend also
on the aquifer’s transmissivity. In this way, large distribution systems, say to
individual consumers spread out over large areas, may be avoided. Obviously,
there is a limit to the permissible rise in water levels, as well as to permissible
drawdown; these impose a limit on the use of an aquifer as a conduit.
Filter plant. Using the techniques of artificial recharge, an aquifer may
serve as a filter and purifier for water of inferior quality injected into it. This
may take several forms:
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• By recharging an aquifer (through infiltration ponds) with surface water
containing fine suspended load, we remove the fine suspension by the time
the water reaches the water table. The bottom of the pond and the soil
column act as a filter.

• The subsurface in the unsaturated zone and the aquifer material act as
huge chemical reactors. Various chemical species may be removed from the
flowing water by chemical reactions, by adsorption and by ion exchange
phenomena on the solid surface of the porous matrix, especially when clay
colloids are present. Obviously, by these reactions, the chemical species are
removed from the water, but they remain on the solid. If these chemical
species are considered as contaminants, the fact that they remain in the
aquifer means that clean-up (remediation) activities will still be required
in order to remove them from the aquifer. Certain chemical species will
undergo natural attenuation and decay as they move through the aquifer.
Often, such attenuation is associated with and enhanced by biological ac-
tivities. Of special interest is the reduction in organic matter content as
well as the removal of taste, or bacteria and viruses, especially if the flow
is of sufficient length and duration. Sometimes, minerals are added to the
water by dissolution.

• Mixing of injected water with the indigenous water of an aquifer is achieved
by their simultaneous movement in the aquifer due to both the mechanism
of hydrodynamic dispersion and the geometry of the flow pattern.

• Pumping near a river induces recharge from the latter into the aquifer. Fil-
tering of the river water and purification are achieved by the flow through
the aquifer material from the river to the wells.

In each case, the ability of an aquifer to improve the quality of water
depends on the chemical and physical properties of the aquifer material and
on the type of mineral and organic impurities contained in the water, taking
into account that a significant part of the removal of impurities takes place
at the phase of entry into the soil material (that is, bottom of an infiltration
pond, or vicinity of a recharge well).
Control of base flow. This can be achieved in springs and streams by
controlling water levels in the aquifer supplying water to them.
Water mine. We have already mentioned above the possibility of mining
a one time reserve stored in an aquifer between some initial phreatic sur-
face and a planned ultimate one. The same is true (using some coefficient
of efficiency of mining, due to hydrodynamic dispersion) in the case of the
advancement of saltwater in a coastal aquifer toward its planned position.

In general, the yield of an aquifer is a long-term average of part of its
replenishment (renewable resource). However, under certain conditions, albeit
very rarely, we may plan to completely mine an aquifer (like any other non-
renewable resource), not worrying about what will happen once this source
has been depleted. In this case mining is, usually, based only on economic
considerations.



Water Resources Systems 11

We have, thus, summarized the roles that groundwater can play in the
management of regional water resources. We have also suggested that the
aquifer be considered as a system which can perform different functions to
achieve desired goals, and we have analyzed these functions. More about
aquifer management, will be presented in Chap. 11.

1.1.5 Subsurface contamination

Liquid contaminants, whether as a toxic liquid or as a solution of a toxic
chemical species dissolved in water, are sometimes spilled at ground sur-
face, intentionally or by accident. Once released, a liquid contaminant will
percolate downward through the unsaturated zone, eventually reaching an
underlying water table. Various biological and chemical processes may take
place along its pathway through the unsaturated zone, prior to reaching the
underlying aquifer. Once reaching the aquifer, the liquid contaminant will be
transported through the aquifer to the latter’s outlets. Along its way towards
the aquifer’s outlets (rivers, lakes, springs, or pumping wells), the contami-
nant’s concentration will be gradually reduced by various processes, biolog-
ical, chemical and physical (see Chap. 7). In many cases such contaminants
may render groundwater useless for most purposes. Hence, management of
aquifers must include both management of water quantity as well as of water
quality. Obviously, the best strategy is to make every possible effort, e.g., via
appropriate technological means, legislation and education, to prevent con-
tamination. However, when pollution does occur, unfortunately too often,
remediation of the polluted subsurface is called for. Some major remedia-
tion technologies are presented in Sec. 7.10. In what follows, we shall review
various sources of subsurface pollution.

Anthropogenic materials are ones that are introduced into the environment
primarily, or exclusively, by human activities. They include inorganic and or-
ganic chemicals used for agricultural, industrial and domestic purposes. Such
materials usually dissolve in the aqueous phase—the water. They may also
enter the soil from leaky storage tanks, pipes, and sewers, from landfills, and
from evaporation ponds. Some materials, such as fluoride and arsenic, occur
naturally in the aqueous phase in certain regions. Heavy metals may origi-
nate in wastes from industrial processes, such as metal plating or from ‘spent’
organic liquids used for cleaning metallic products. Altogether, infiltrating
water from precipitation is seldom ‘pure’; it contains various chemicals that
are present in the atmospheric air. Chemicals present above ground surface,
e.g., in an open air storage facility, may also serve as sources of dissolved
matter in the infiltrating water. Surface runoff comes in contact, dissolves
and carries various chemicals present on ground surface. Part of this runoff
infiltrates through ground surface, thus contaminating water in underlying
aquifers.

In addition to water (= aqueous liquid phase), certain nonaqueous phase
liquids (NAPLs), e.g., hydrocarbons and organic solvents, may, sometimes,
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be present in the unsaturated zone. Most often, the source is a spill, leakage
from pipes and storage reservoirs at ground surface, or from improper waste
disposal facilities. Although small quantities of such materials do dissolve in
the aqueous phase, these two phases are usually assumed to be immiscible.
However, since the acceptable concentrations of these chemicals in drinking
water is often less than 5 parts per billion (ppb), or even less than 10 parts
per trillion (ppt), even very low concentration may be significant as far as
water contamination is concerned.

Chemical substances present in the water may react with the soil solids, or
with other chemicals present in the indigenous water in the pores. This may
result in the precipitation of various chemical substances, with the possibility
of changing the physical nature of the soil.

A. Sources of groundwater contamination

Contaminants in groundwater may take different forms. For example:

• Pathogenic organisms, originating from poorly constructed septic tanks,
or from improper disposal of waste from hospitals.

• Inorganic contaminants, e.g., as increased levels of chloride, sulphate,
nitrate, and sodium ions, originating from landfills of domestic waste.
Cyanide, arsenic and heavy metals may also be present in the leachate
from landfills, when containing waste from sources other than domestic.
We may include here also radionuclides in uranium tailings, and nuclear
waste in storage sites and in processing plants.

• Organic contaminants, which originate mainly from industrial wastes
and spills. Examples are chlorinated hydrocarbons (e.g., chloroform, car-
bon tetrachloride, trichloroethylene), and aromatic hydrocarbons (e.g.,
benzene, naphthalene).

Our objective in this section is to describe and discuss major sources for
subsurface contamination. Both hazardous and non-hazardous wastes, as well
as non-waste substances released to the subsurface, constitute actual or po-
tential sources of subsurface contamination. In some cases, sources are the
consequence of installations that are designed specifically for the purpose of
discharging substances to the subsurface. Unfortunately, too often, waste and
non-waste materials are released to the subsurface unintentionally.

B. Classification of contamination sources

The Office of Technology Assessment (OTA) of the US Congress, has cat-
egorized (OTA, 1984) sources known to have contaminated the subsurface,
according to the nature of their release characteristics:
Category I: Sources designed to release substances. These include
engineered structures for subsurface disposal of waste by percolation (e.g.,
septic tanks, and cesspools), injection wells (for disposal of hazardous and
non-hazardous materials, e.g., brine), and surface application (e.g., disposal of
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wastewater by surface irrigation, or dumping of wastewater sludge). Solution
mining and in-situ mining activities are also included in this category.
Category II: Sources designed to store, treat, and/or dispose of
substances, as well as discharge resulting from unplanned release.
Here the OTA report lists, primarily, landfills for municipal, and industrial
(hazardous and non-hazardous) waste. However, included in this category
are also open (legal and illegal) waste dumps, surface impoundments of haz-
ardous and non-hazardous liquid wastes, waste tailings, (non-waste) material
stockpiles, graveyards and animal burial sites, above-ground storage tanks
for hazardous and non-hazardous waste materials, containers for all kinds of
non-waste materials, and disposal sites for radioactive materials.
Category III: Sources that retain substances during transporta-
tion or transmission. Pipelines and material transportation and transfer
operations of hazardous and non-hazardous materials, as well as non-waste
materials are included in this category.
Category IV: Sources that discharge substances to the environ-
ment as part of various planned activities. Examples are: irrigation
practices, pesticide and fertilizer applications, animal feeding operations, ap-
plication of de-icing salts, urban runoff, structures for infiltrating storm water
precipitation (carrying atmospheric pollutants), surface and subsurface min-
ing, and mine-drainage operations.
Category V: Wells and construction excavation. Included here are
(oil and gas) production wells, geothermal and heat recovery wells, water
supply wells, monitoring wells, and exploration wells.
Category VI: Naturally occurring sources whose discharge is cre-
ated or exacerbated by human activities. This category includes wa-
ter infiltrating from precipitation and carrying atmospheric pollutants, natu-
ral leaching, saltwater intrusion, and encroachment of poor quality water as
a result of man-made changes in the flow regime in an aquifer.

Another way of classifying sources is according to their geometry:
Point sources. Here, ‘point’ has to be interpreted as ‘of small areal ex-
tent’, relative to the subsurface domain under consideration. For example, a
large landfill may be considered as a ‘point source’ relative to an underlying
aquifer contaminated by the leachate from the landfill, once the plume of
contaminants has reached a distance which is much larger than the dimen-
sions of the landfill itself. An oil spill from a ruptured pipeline, leaks from
an above-ground, or buried tank, a radioactive waste repository, and a septic
tank, may serve as additional examples of point sources. However, if we have
a large number of septic tanks within a certain area, we may average (or in-
tegrate) their effect, and regard the source created by them as a distributed,
rather than point, source.
Distributed sources, also called non-point or diffuse sources. Here
a source extendsover a large horizontal area relative to that of the contam-
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inated subsurface. The application of pesticides, herbicides, and fertilizers
in agriculture are examples. Another example is the infiltration of rainwater
carrying atmospheric pollutants (e.g., acid rain).

As already emphasized in Subs. 1.1.1, liquid-borne contaminants originat-
ing from sources at or near ground surface travel first through the unsaturated
zone (≡ vadose zone), (primarily) downward to an underlying aquifer. The
rate at which contaminants are transported to the aquifer depends on the
quantity of the contaminant, and on the quantity and flux of the percolating
water passing through the contaminated soil volume, dissolving and carrying
the contaminants.

Of special interest is the case of a contaminant that constitutes a non-
aqueous liquid phase, i.e., a liquid phase different from water. This case is
discussed in detail in Subs. 1.1.5E.

In some cases, the moving contaminated liquid, once in the subsurface,
may spread out horizontally, beyond the relatively small spreading produced
by capillarity, because of anisotropy in soil permeability and/or because of
the presence of horizontal lenses and strata of relatively low permeability.

Altogether, the issue of whether to regard a source as a ‘point’ source or
a ‘non-point’ one depends on the scale of the problem. This scale may evolve
in time, such that after a certain period, a plume originating from a diffuse
source may be approximated as originating from a point one.

Sources may also be classified according to the temporal variation in their
rate of release, e.g., a one-time, short duration spill, a slug over some time pe-
riod, occurring once or repetitively, or a continuous release over an extended
period of time. Some specific sources are described below.

C. Point sources

Following are examples of some of the more commonly encountered pollution
point sources.
Septic tanks. These are used as a means of disposal of domestic sewage
in many (especially rural) areas. Waste water enters first the septic tank,
where scum, grease and heavier than water solids are removed by gravity
segregation. The clarified liquid proceeds to the subsurface infiltration sys-
tem, where it is discharged to the soil. In general, a properly designed and
maintained septic tank should be regarded as an efficient and economical
means of domestic sewage disposal. However, even when each unit in itself is
well designed and maintained, a high density of septic tanks may exceed the
natural ability of the subsurface environment to absorb and purify effluents,
thus causing a degradation of groundwater quality due to release of bacteria,
organic contaminants and nitrates. Also, because non-domestic sewage is di-
verted to them in many cases, and because of unfavorable soil and climatic
conditions, septic tanks are considered a potential source for groundwater
contamination.
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Raw sewage contains biological contaminants (bacteria and viruses), in-
organic contaminants (phosphorus, nitrogen, and metals), and organic ones
(synthetic organics, pesticides, and hydrocarbons, which are compounds of
hydrogen and carbon). Bacteria tend to be removed from percolating water
through the physical process of straining and/or the chemical process of ad-
sorption onto soil particles. Phosphorus movement is retarded by chemical
transformations and adsorption. Ammoniacal-nitrogen is retarded primarily
by adsorption, but can also be subject to cation exchange or incorporation
into microbial biomass. Nitrate-nitrogen tends to be highly mobile, moving
essentially with the water. Nitrates may also be removed through plant uptake
and microbiological denitrification. Metals in soils can be rendered immobile,
primarily by adsorption, but also through ion exchange, chemical precipi-
tation, or complexation with organic substances. The transport and fate of
organic contaminants is affected by volatilization, adsorption, incorporation
into plants and microbial biomass, and bacterial degradation.
Storage tanks. In terms of the number of incidents (e.g., gasoline tanks
and service stations), this is probably the major source of subsurface con-
tamination in the USA and other industrialized countries. The tanks may
contain hydrocarbons, organic compounds, and inorganic liquid chemicals.
The main cause of leakage from steel tanks is corrosion.

Gasoline, an example of a hydrocarbon, actually contains dozens of dif-
ferent hydrocarbon compounds. It contains aliphatic compounds, such as
pentane and butane, which are characterized by carbon atoms linked to an
open chain, and aromatic compounds such as benzene and toluene, which are
characterized by a ring structure of carbon atoms. Being lighter than water,
gasoline, spilled in a sufficiently large quantity, will tend to create a lens which
will float and spread out on the water table. Depending on the pressure and
temperature prevailing in the subsurface, certain chemical species in gasoline
may volatilize, and then diffuse within the gaseous phase. Because diffusion
in a gaseous phase is much faster than in a liquid, the vapor of a volatile
species may spread extensively. As such vapor spreads in the gaseous phase,
it may reenter the water phase, in an attempt to achieve equilibrium be-
tween the two phases. Chemical species, such as benzene, toluene, xylene (or
BTX), dissolve in water. These species may also be adsorb onto soil particles.
Although the solubility level may be low, concentrations above permissible
levels are often reached.

In many cases, the leakage is not from the tank itself, but from the inlet
and outlet pipes and valves at loading and unloading facilities, and from
trucks or tank cars while they are being cleaned.
Landfills (or sanitary landfills). If properly designed, maintained, and
managed (including enforcement of their designation as solely for domestic
refuse), landfills should not pose any threat to the environment. In practice,
however, they do pose a serious threat to groundwater resources, due to the
actual way in which they are operated and the sheer number of such facilities.
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Leachate is generated by the liquids usually contained in the refuse, as well
as by infiltrating rainwater, if the landfill is not properly capped. As infiltrat-
ing water percolates through a landfill, it removes and carries dissolved waste
species. The chemical composition of the leachate depends on the nature of
the (domestic and industrial) waste, on the rate of leaching, and on the age
of the landfill. Pressure, temperature, and moisture conditions within the
landfill may be favorable, or unfavorable to certain chemical reactions and
biological activities, thus affecting the nature of the resulting leachate. The
actual amount of leachate leaving the landfill depends primarily on the rate
of infiltration from precipitation; it is, thus, higher in humid areas. Well de-
signed landfills are constructed with an impervious base, say, a clay layer,
and/or liners, which are designed to prevent infiltration of leachate from the
landfill into the subsurface. Above this base, a specially designed drainage
system collects the leachate, and conveys it to where it is properly treated
and disposed. Capping a landfill with impervious material reduces infiltration.
Unfortunately, even some modern landfills are not designed and operated ac-
cording to these criteria. Over time, caps crack and allow infiltration. Liners,
weathered by the presence of unanticipated chemicals in the water, become
permeable. Synthetic liners that were stressed during construction develop
leaks, and leachate collection systems can become clogged.
Uncontrolled hazardous waste dumps. Numerous such sites, many of
them long abandoned, are scattered all over the USA and, indeed, the world.
They contain a mixture of many kinds of refuse, as well as solid and liquid
toxic waste materials. Many sites are operating illegally. In most cases, the
nature and the quantity of the disposed materials are unknown. Sometimes,
sites are abandoned, making the determination of ownership and respon-
sibility difficult and, often, impossible. Extensive exploration programs are
usually required in order to identify such contamination sources and to plan
cleanup operations.

In recent years, developing nations have legally accepted hazardous waste
materials from industrialized nations, or from large corporations, to spur
their economies. Sooner or later, they will constitute severe hazard to the
environment and to human health.
Surface impoundments of liquids. Referred to as pits, ponds, lagoons,
and basins, these are natural or man-made depressions, lined or unlined, from
a few feet in diameter to hundreds of acres in size, that are used for impound-
ing various kinds of liquids. One example is the impoundment of municipal
wastewater, including waste stabilization ponds, and aerobic, anaerobic, and
facultative lagoons.

Surface impoundment, often called ‘evaporation pits’, are encountered as a
part of the production process in many industries, including food and poultry
processing, refining of hydrocarbons, petrochemical and chemical production,
mining, and oil and gas production. They become sources of contaminants
when the impounded liquids leak into the subsurface. In the case of sewage,
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the contaminants may be ammonia, nitrates, nitrites, phosphates, and bio-
logical components, such as bacteria and viruses.
Abandoned wells. In many areas, oil and gas wells are abandoned when
production becomes uneconomical. Improperly sealed abandoned wells may
serve as avenues for contaminants. In addition, over the years, many wa-
ter supply, waste injection, and mineral resource extraction wells have been
abandoned without proper sealing. With time, the casing of such a well will
corrode, thus providing connections between formations with clean water and
ones with low quality or polluted water. Leakage of contaminated or highly
mineralized water through abandoned wells and unplugged exploration bore-
holes has also led to groundwater pollution.
Disposal of drilling mud. Wells are often installed in holes created by
drilling. A slurry (or mud) composed of water, clay, and certain chemical ad-
ditives is used in rotary and some other drilling technologies. Various chemical
additives in the slurry may be pollutants. If drilling is taking place through
such a polluted formation, the mud may also pick up contaminants and may
endanger groundwater resources.

Additives of potential concern from the pollution point of view are, usually,
ferochrome, lingosulfonate, and lead compounds. In addition, the sediments in
the mud consist of fine solid particles and interstitial water of very high ionic
strength. The water may contain such constituents as chromium, barium,
lead and arsenic.
Transportation accidents. Spills may take place as a result of accidents
that occur in the process of transporting toxic liquids by trucks or trains.
Usually, the quantity associated with a single vehicle is relatively small, al-
though, in train accidents, the spilled quantity may be much larger. The
infiltrates and migrates downward (and laterally by capillarity). Even if the
quantity is not large, and spilled liquid migration stops after a certain volume
of soil has been contaminated, subsequent percolating water will dissolve and
carry the contaminants to underlying groundwater, unless the contaminated
soil has been removed. If the chemical is volatile, its vapor will diffuse and
may contaminate an increasingly larger soil volume.
Storage of hazardous solid chemicals. If not properly stored and han-
dled (including loading and unloading), and especially if exposed to precipi-
tation, such facilities may constitute potential sources of pollution.
Tailings of coal, copper, uranium and other mines. These are waste
mounds of excavated material from mining operations, with no economic
value. When infiltrated by water from precipitation, and exposed to atmo-
spheric conditions, this material produces leachate that contains toxic and
hazardous compounds that may contaminate surface water and groundwater.
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D. Distributed sources

Agriculture. Many agricultural activities produce potential sources of
groundwater contamination. Among such sources, we may mention pesti-
cides and herbicides, fertilizers, animal feed and waste, irrigation, and plant
residues. The first three are associated with nitrate (NO−

3 ), which is the most
common environmental form of nitrogen, because it is the end product of the
aerobic biological process called nitrification.

Fertilizers (chemical and manure) constitute a serious danger to the sub-
surface, both at the handling stage (transportation and storage) and when
applied in the field. Irrigation, especially excessive irrigation, may leach and
transport significant quantities of nitrogen fertilizers, in the form of nitrate,
to underlying groundwater.

Animal raising activities produce contaminants that include nitrogen com-
pounds, phosphates, chlorides, bacteria, and sometimes heavy metals (Ba,
Cd, Cr, Cu, Pb, Ag, and Zn).

Irrigation water often contains high levels of total dissolved solids (TDS),
especially salts. By taking up water, plants raise the concentration of TDS
in the water remaining in the soil within the root zone. As this concentration
rises, soil productivity is reduced. When the TDS concentration becomes
too high to be flushed by infiltration from precipitation, the salinity can
be flushed by excess irrigation. Obviously, the flushed salts end up in the
underlying groundwater. Also, as part of the usual irrigation practice, the
amount of water applied is often in excess of field capacity (Subs. 6.1.9),
so that part of it (called ‘return flow from irrigation’) continues to migrate
downward, carrying whatever salinity is contained in the water.
Acid precipitation. Acid rain and other airborne contaminants, consti-
tute a source for groundwater contamination. The danger is due not only to
the mere fact that certain polluting constituents, e.g., sulfates contained in
acid rain, are introduced into groundwater; as the acid water travels through
the vadose zone, it will increase leaching and mobilization of other chemi-
cal species. It is often found that sulfate and aluminum content increases in
acidic groundwater. The mobility of heavy metals may also be increased.

E. Non-Aqueous Liquid Phase (NAPL)

Too often, a contaminant in the form of a third fluid phase—a liquid that
is practically immiscible in water—is introduced into the air-water system of
the unsaturated zone through ground surface. Organic liquids, e.g., hydro-
carbons and various organic solvents, such as TCE (Trichloroethylene), used
in industry, may serve as an examples. Another example is pesticides, such
as DBCP, which are highly toxic. They are introduced into the unsaturated
zone as a result of spills, leaks from faulty storage tanks or pipes, leakage
from corroded drums, and burst of pipelines.

Referring to water as the aqueous phase, this third fluid is often referred to
as a nonaqueous phase liquid, abbreviated, NAPL. It is sometimes referred to
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as free product. In this book, we shall sometimes use ‘oil’ as a typical example
of NAPL. The term ‘oil’ will then be used generically, without any implied
meaning regarding its actual composition. Thus, when a NAPL is introduced
into the unsaturated zone, the latter becomes a three-phase flow domain.
Some brief comments on three fluid phases are presented in Sec. 6.5.

When its quantity is small, the NAPL will move and spread out in the
unsaturated zone, occupying part of the void space within a certain domain,
jointly with water and air. If the quantity of NAPL is sufficiently large, this
soil domain will continue to expand, primarily downward, until reaching an
underlying water table.

In the subsurface, certain species of an organic liquid may dissolve in the
water moving in the void space (e.g., from infiltration). In this way, these
species will reach and contaminate an underlying aquifer. Volatile species
may evaporate and spread out by diffusion in the gaseous phase occupying
part of the void space.

Sharp (microscopic) interfaces are maintained between a NAPL and both
the gaseous and the aqueous phases within each pore. Some NAPLs, like
gasoline, are less dense than water, while others, such as chlorinated solvents,
are denser than water. When the NAPL is less dense than water, it is called
‘light NAPL’, or LNAPL, and, conversely, when it is denser than water, it is
called ‘dense NAPL’, or DNAPL. NAPLs may be pure organic compounds, or,
like gasoline, complex mixtures of a large number of compounds. The various
NAPL components may dissolve in the aqueous phase in small quantities,
each according to its own water solubility. Thus, the term ‘immiscible’ is
used here in the sense that the water and the NAPL are separated (inside
the void space) by a sharp physical interface, despite the small amount of
transfer of components between the phases. Unfortunately, some chemical
species in drinking water may have deleterious effects on human beings, even
at concentrations as low as a few parts per billion (ppb). Because the water
solubilities of commonly encountered NAPL components are high, relative to
those concentrations (e.g., TCE is soluble to about 1.1 × 106 ppb at 20◦C),
the solubility of NAPLs in water is an important factor in such subsurface
contamination problems.

If a small quantity of NAPL is spilled on ground surface, it will percolate
through the vadose zone, primarily downward. As the NAPL travels down-
ward, it leaves behind isolated blobs and ganglia of NAPL. If the volume
of the spill is not too large, and the water table is at a large depth, after
some distance the movement of all the spilled NAPL will be arrested, creat-
ing a zone containing immobile NAPL at residual NAPL saturation. When
percolating water (from precipitation) passes through this zone, a certain
quantity of the NAPL dissolves in the water, and is carried away. In this way,
a secondary source of NAPL pollution is created.

When the quantity of spilled LNAPL is larger, the downward moving
LNAPL may reach the capillary fringe and form a lens floating and mov-
ing according to the prevailing hydraulic gradient. The moving lens leaves
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Figure 1.1.2: NAPL spills in large volume: (a) LNAPL, (b) DNAPL.

behind a trail of ganglia at residual LNAPL saturation. Eventually the float-
ing LNAPL lens may become immobile at residual LNAPL saturation. Water
passing through this domain of immobile water will be contaminated. Again,
the remaining LNAPL acts as an immobile source for a long time, until all
LNAPL has been dissolved.

Figure 1.1.2a illustrates an example of a contamination event by LNAPL,
e.g., gasoline. From its point of infiltration into the subsurface, the LNAPL
flows essentially downward through the unsaturated zone simultaneously with
water. Due to heterogeneities, such as layering and the occurrence of low
permeability lenses, lateral movement of the NAPL often occurs. Some of
the LNAPL will be retained along its flow path by adsorptive and capillary
forces at the residual saturation (Subs. 6.2.3). As long as part of the LNAPL
is at a saturation that exceeds this critical value, it will continue to move
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until it reaches a zone of complete water saturation, leaving behind porous
medium subdomains at the residual LNAPL saturation. For a deep water
table, and a relatively small LNAPL quantity, the entire volume of LNAPL
may, at some stage, become immobile at the residual saturation, occupying
a certain domain within the vadose zone.

If the LNAPL’s quantity is sufficiently large, it will continue to move down-
ward until a water table is reached. Being lighter than water, the LNAPL will
form a ‘pool’ or ‘lens’ that floats on top of the zone of full water saturation.
Actually, LNAPL and water can coexist within the lens. In this zone, both
fluids are moving in response to pressure gradients and to gravity.

Some components of the LNAPL are volatile, while others may be soluble
in water to varying degrees. Hence, within the pore space, LNAPL com-
ponents will evaporate into the gaseous phase (air) and dissolve into any
adjacent water phase. Of major interest is the dissolution of NAPL compo-
nents in water percolating, essentially downward, from precipitation. LNAPL
components will also dissolve in the water present within the lens. Chemical
and biological transformations of the LNAPL may also occur.

When a LNAPL lens floats on the water-saturated zone, it flows predom-
inantly by gravity along the (sloping) water table. Remedial schemes take
advantage of this fact. By pumping water from the water-saturated zone, a
drawdown cone is formed, into which the LNAPL also flows.

The case of DNAPL is shown in Fig. 1.1.2b. The transport of the DNAPL
through the unsaturated zone, and the dissolution and volatilization of com-
ponents of it along its path, are similar to those of the LNAPL as described
above. Residual DNAPL will be retained in the vadose zone following a small
quantity spill. However, for a large DNAPL spill, because its density exceeds
that of the water, as the DNAPL reaches the water table, it will continue
to percolate downward through the water saturated zone, under two-phase
(water-DNAPL) flow conditions, leaving behind residual DNAPL saturation
in the form of isolated ganglia. As in the case of LNAPL, these ganglia, due
the dissolution of DNAPL components in water, constitute a source of pol-
lution both for the water percolating through the vadose zone, and for the
essentially horizontally moving groundwater in the saturated zone.

If there exists a sufficient amount of DNAPL, it will continue to percolate
downward until it encounters an impervious formation, e.g., the impervious
bottom of the aquifer. Upon reaching such surface, it will accumulate above
it in the form of a lens, or pool. The lens will move along the impervious
surface, primarily in the direction of the downward slope of the surface, due
to gravity. A pool of DNAPL may also be formed at the interface between
two soils having different entry pressure values to the DNAPL (Subs. 6.2.3).
If the entry pressure value of a non-invaded zone (where no DNAPL has yet
entered) is zero, then pooling will occur until a pressure sufficient to cause
entry is developed, or until the miscible components of the DNAPL dissolve
at the interface, leading to reduced interfacial tension and, hence, a reduction
in this pressure barrier to invasion by the DNAPL.
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1.1.6 Sustainable yield

In what follows, we shall discuss the concepts of safe yield, and sustainable
yield, and try to highlight issues and difficulties associated with their determi-
nation. The presented discussion should be sufficient for their determination.

Two preliminary questions may be asked:

(a) Is the considered aquifer an isolated source of water for a well-defined
population, such that this is their sole source of water? Or, do other
sources of water exist within the region, or within a reasonable distance,
e.g., surface water, that can be managed conjunctively with the aquifer
with the objective of supplying the population’s demand? In addition
to water for domestic use, demand should also take into account water
required for the conservation of nature and landscape, as well as water
for economic activities in industry, agriculture, commerce, tourism and
recreation.

(b) Does the management of this aquifer include the option of artificial
recharge (Sec. 3.4), i.e., the option of importing water from sources ex-
ternal to the region, or even surface water within the region (in fact, also
desalinized or treated water), and using it to recharge the aquifer?

For the sake of simplicity, let us continue under the assumption that (1)
the considered aquifer is an isolated source of water and (2) the extracted
water is supplied only to the local population (i.e., not for export to other
regions, as an economic commodity). An additional assumption is that the
aquifer is managed centrally. This means, for example, that the volume of
water extracted by individual well owners is controlled according to some
agreed (by the population) aquifer management scheme.

Given such a scenario, the question ‘what is the yield of the aquifer?’, or
‘what is the maximum quantity of water that can be extracted, say, annually,
from that aquifer?’ is always raised, as the answer is essential for the aquifer’s
management. Obviously, it is impossible to manage an aquifer, as a source
of water, without knowing its yield. We should add that the yield concerns
not only water quantity, but also water quality and reliability of supplying
the promised quantity and quality, with the latter complying with prevailing
standards.

Next we ask: ‘do we make the fundamental assumption that the aquifer
should be maintained as a viable, or sustainable source of water forever ’.
The opposite option is to mine water from the aquifer for a number of years,
like an oil reservoir, until the source is fully depleted (either quantity- or
quality-wise). In what follows, we shall not consider this option (but par-
tial/temporary mining, while passing from one steady state regime to an-
other, without destroying the aquifer as a sustainable source, is considered
acceptable).

Another preliminary question is: ‘should the yield be a constant value,
independent of the fluctuating nature of the aquifer’s natural replenishment,
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Figure 1.1.3: Yield of an aquifer.

or should we adjust it annually, say in response to changes in water table
elevations?’. Obviously, to answer this question, we have also to consider (1)
the nature of the consumers (e.g., can they tolerate fluctuations in the supply,
or is their demand rigid), and (2) is the aquifer (and the consumers) part of a
larger system, such that reduction of supply from one source, say the aquifer,
can be compensated by increased supply from another source.

A starting point for this discussion is the understanding that the yield of
an aquifer is, actually, a decision variable, i.e., its value may vary (at least,
up to a certain upper limit) according to some management scheme that
involves various objectives and constraints. As a simple example, consider
steady state flow in an aquifer, isolated on the right side and connected to a
river on its left side (Fig. 1.1.3). The aquifer is naturally replenished at an
annual rate N , and artificially at a rate R. With no pumping and no artificial
recharge of the aquifer, i.e., P = 0 and R = 0, so called ‘virgin conditions’,
the discharge, Q, leaving the aquifer to an outlet, say a river, is Q = N , and
the water table is in position I (Fig. 1.1.3). As pumping is increased, say to
P1, Q decreases to Q = N − P1 and the water table drops to position II.
Recall that a water balance must always be satisfied ; in steady state, there
is no change in storage in the aquifer. If we further increase P , the water
table continues to drop, until, at some value of P = P2 = N , we will have
Q = 0. Beyond that P -value, say, P = P3 > N , the water table will drop to
below river level, as in position III, and Q will reverse direction. This shows
that the extraction rate can exceed natural replenishment, still with a steady
state maintained. However, if the water in the river is polluted, or there is
a requirement to maintain a certain base flow to the river, these will serve
as constraints on the permissible P . Pumping yield can also be constrained
by restriction on water table elevations, e.g., due to legal considerations. So,
what is the permissible yield? Altogether the allowed maximum abstraction
will depend on the constraints imposed on the system, based on various
hydrological and socio-economic considerations. Another example is the case
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of the coastal aquifer discussed in Chap. 9, and especially in Subs. 9.2.5A,
where the rate of pumping is shown to affect the extent of seawater intrusion,
thus making the latter a decision variable.

However, constraints need not be related only to water levels. For exam-
ple, all aquifers, especially water table aquifers, are continuously threatened
by pollution originating from human activities at ground surface, reaching
the aquifer after passing through the unsaturated zone. The passage through
the unsaturated zone may take some time, often a long time, depending on
the depth of the water table and on soil properties. To mitigate groundwater
contamination from such sources, we should allow a certain volume of water,
Qmin, to continuously leave the aquifer, carrying with it (= flushing) pollu-
tants (assuming that there is enough mixing in the aquifer). This means that
the yield is also constrained by the need to maintain a certain minimum value
of outflow, Qmin, to ensure water quality. Obviously, another option that will
achieve the same goal is to undertake a comprehensive approach that protects
the land above the aquifer against pollution, as a part of a comprehensive
approach to regional management, incorporating the management of land use
with that of the underlying water resources.

One should note that if we aim at a constant annual yield, the latter is
not simply equal to the long term average of the natural replenishment minus
the long term average drainage required for flushing purposes. The reason is
that it is not a priori obvious that the aquifer can store all excess water of
rainy years for use in dry years; this has to be tested and proven, say, by
appropriate modeling.

It may be interesting to ask: ‘if a decision to increase annual pumping
will (eventually) lead to a new lower steady state water table, where did
the water that occupied the pore space between the initial water table and
the new lower water table go?’ Obviously, it was drained to the outlet (e.g.,
river, or sea) during the transition from the initial water table to the new
one. If there exists no prior obligation/constraint to discharge this water
volume to the river, why not pump it (in excess of a yield that is based on
natural replenishment alone)? We refer to this scheme as ‘pumping a one-time
reserve’.

Let us now allow the import of water from some external source (and/or
surface water in the same area) and use it for artificially recharging the aquifer
at an annual rate R (obviously, if a management decision is made to recharge
and then pump, rather than supplying the imported water directly to con-
sumers). To maintain a water balance, we can, in principle, increase pumping
(above the yield) by the amount of recharge, without lowering water table
elevations. On the other hand, if we recharge the aquifer, but we do not in-
crease the pumping rate by the same amount, water levels will rise and so will
Q. Thus, artificial recharge can be a tool for increasing the yield of an aquifer,
only if it is properly incorporated in management considerations. Obviously,
the pumping and the recharge (e.g., timing, spatial distribution, and water
quality) must be coordinated. Just as an example, if we recharge an aquifer,
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but do not pump in excess of the yield that corresponds to no recharge, then
the recharged water will gradually be drained out of the aquifer, and we shall
gain nothing by the fact that we have artificially recharged the aquifer. Simi-
larly, water quality of pumped water is generally some average of the quality
of the recharged water and that of the indigenous water in the aquifer. Obvi-
ously, in this preliminary discussion, no attention has been given to economic
considerations and constraints, although these may play a significant role.

In addition to induced recharge (Sec. 3.5) of polluted water from a river,
there may be other sources of inferior water quality (e.g., high salinity) within
an aquifer, or along its boundaries with adjacent aquifers, such that this infe-
rior quality water may be mobilized by lowering water levels, and eventually
pollute the aquifer and the pumped water. Obviously, this may affect the
aquifer’s safe yield.

So far, we have discussed the relatively simple case of a steady state flow.
However, how can we determine the yield in view of the fact that natural
replenishment varies from year to year? One way is to take some long term
average replenishment as a base for estimating aquifer yield; this is allowed,
provided we are sure that the aquifer itself will store the water from rainy
years for use in drier years. To examine this point, as part of a management
procedure, we run models (Sec. 1.2) in order to discover the highest value
possible for a constant aquifer yield, say, over a design period of 30 years.
Or, we can consider a yield that varies, say, from year to year, as a function
of the volume of water stored in the aquifer (as manifested by water table
elevations), and run the model for the same period.

Up to this point, the discussion has been based on the assumption that the
aquifer should be preserved as a source of water for any foreseeable future.
This underlying guideline should be compared, using socio-economic criteria,
with (the opposite) approach that regards the aquifer as a mine of water,
such that water, similar to oil, can be extracted until the aquifer is ‘empty’,
or destroyed, say, by the invasion by water of inferior quality, e.g., seawater
in a coastal aquifer.

At this stage, let us define ‘sustainable yield’ of an aquifer (again, in fact,
of any water resources system) as

the maximum volume of water that can be annually withdrawn from the
aquifer, for an indefinite period, without causing any undesired effects.

In the past, hydrologists used the term ‘safe yield’ to indicate that the
yield should be determined such that the aquifer as a source of water will be
sustained forever. Its determination is based on regional water balances for
the considered aquifer, using as input from precipitation a synthetic sequence
(or synthetic sequences of various probability of occurrence) based on the
statistics of precipitation. A design period of 30 years is usually used.

To emphasize the underlying (and indisputable) requirement that an
aquifer should serve as a source of water that must be sustained for an indefi-
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nite period of time, we shall, henceforth, use the term ‘sustainable yield’. We
can include the ‘impairment of sustainability’ as one of the undesired effects.

This brings us to the issue of ‘undesired effects’. Obviously, as stated above,
a primary undesired effect is that the aquifer will not continue to serve as a
source of water for the needs of the population (and nature). The requirement
of satisfactory water quality is always included. Among ‘undesired effects’
(≡ constraints), we may include hydrological, social, economic, legal, and
political criteria. Following are a few examples:

• Water levels everywhere, or at specific locations, should not rise above
specified maximum elevations.

• Water levels everywhere, or at specific locations, should not drop below
specified minimum elevations.

• The discharge of a spring, or base flow in a stream fed by groundwater
emerging from the aquifer, should not drop below a specified minimum.

• The concentrations of certain chemical or biological species in the water,
pumped at specific locations, should not exceed specified threshold values.

• Land subsidence (caused by lowering water levels) should not exceed spec-
ified values.

• The length of the seawater wedge intruding into the (coastal) aquifer
should not exceed a specified value.

• If artificial recharge is implemented, the residence time for recharge water
in the aquifer, before being pumped, should exceed a specified minimum
period.

• If parts of the same aquifer belong to different political entities, there may
be a constraint on the volume of water pumped by each of them, or on the
drawdown produced in one region by pumping in the other.

• The cost of pumping (or supplying) water should not exceed a specified
value.

• The total volume of water pumped from the aquifer should be such that
certain portions of it will be pumped from certain portions of the aquifer.

Terms like ‘optimal yield’ or ‘operational yield’ are also often used. The
term ‘optimal yield’ is used for that value of the annual yield, whether con-
stant or variable, which, when pumped, achieves a certain objective. For
example, the optimal yield could be such that it maximizes the total net
benefits from operating the system (or present worth of the costs and ben-
efits, if timing is taken into account). Other examples are the minimization
of the cost of a supplied unit volume of water, or the minimization of the
amount of energy consumed by pumping. Operational yield refers to the an-
nual volume to be pumped in a specific year/season, taking into account the
current water levels and pollution concentration in the aquifer, the possibil-
ity of importing water for artificial recharge, population (possibly growing)
demand, costs of various operations, and, perhaps, other economic factors. It
is an approach which, perhaps, is more suitable for a large system, with many
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(both surface and groundwater) sources, with different kinds of consumers,
etc.

Altogether, we accept the concept of sustainable (annual or seasonal) yield,
whether in the form of a constant value or as an algorithm that will provide
the yield as it varies, say annually, in conjunction with various parameters,
and constraints.

Recall that up to this point, we have been discussing the yield of an aquifer
as a whole, overlooking the fact that eventually, the implementation must
be through spatially distributed wells, although, to some extent, the spatial
distribution of wells may also affect the resulting yield.

It is often emphasized that socio-economic considerations must be taken
into account when determining the yield of an aquifer. In fact, the sustain-
ability of the aquifer may be regarded as the major socio-economic constraint.
However, many other socio-economic considerations can also be expressed in
the form of constraints. If we accept the notion of seeking an optimal value for
the sustainable yield, then such considerations can also be expressed within
the framework of management objective functions (Sec. 11.1).

With the above consideration, how do we determine the sustainable yield
of a considered aquifer? We continue to focus attention on a single aquifer
or part of an aquifer. As discussed above, the primary tool (one may call
this a constraint) is that no matter what we decide as the yield, the water
balance of the considered aquifer must always be satisfied. Using hydrological
information and data about the considered aquifer, we can express the water
balance in the simple form (3.10.1). This balance equation is written for
the entire aquifer. Note that all terms are in volume per year. As presented
throughout this book, the balance equation can also be written in the form
of a partial differential equation for a point in the aquifer.

The various terms appearing in this equation are discussed in detail in
Chap. 3. Let us refer to them briefly:

• Groundwater inflow and groundwater outflow are the rates of inflow and
outflow through aquifer boundaries. This information can be obtained from
contour maps and information on aquifer permeability or transmissivity.
Estimates of local values of these parameter can be obtained from pumping
tests. However, since the aquifer, and the subsurface in general, are usually
very heterogeneous, values of transmissivity and their spatial variations are
obtained through the process of model calibration (Step 7 in Subs. 1.2.2
and Sec. 11.3).

• Natural replenishment (N) is that part of the precipitation that infil-
trates through ground surface, percolates through the unsaturated zone
and reaches an underlying water table. There is no way to actually mea-
sure this value over large areas. Instead, there exist various kinds of models
that estimate this value from information on precipitation. Because of the
uncertainty involved in these estimates, the value of N , or the coefficients
that relate precipitation to N , are obtained as calibration parameters.
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• Return flow is a term used for that part of the water used for irrigation
that is not consumed by the vegetation, but infiltrates and reaches the
water table. Again, we can relate return flow to the (measurable) volume
used for irrigation through certain parameters and obtain estimates of
these parameters in the process of model calibration.

• Artificial recharge, inflow from lakes and streams and spring discharge re-
quire no further explanation. Artificial recharge is a measured quantity.
Inflow from lakes and streams has to be estimated as function of the dif-
ference in water levels, and coefficients (= calibration parameters) that
express soil properties and geometry.

• Evapotranspiration is the term used for water lost to the atmosphere by
evaporation from the water table and transpiration through the vegetation.
This loss, which is of significance only in the case of a shallow water table,
has to be estimated.

• As a consequence of excess of all inflows over outflows, the water table (or
the piezometric head) will rise, thus storing this excess. Here, the relevant
coefficient is aquifer storativity (S or Sy), again an unknown coefficient
that has to be estimated in the process of model calibration.

Altogether, on the basis of water level observations during a sufficiently
large number of years, we obtain a set of annual balance equations and use
them to derive the unknown parameters and coefficients for the considered
aquifer. Although there exist a number of software packages that help in per-
forming this process of parameter estimation, often, in practice, calibration
is performed by a process of trial and error, in which, basically, we assume
a set of coefficients and examine whether, by using them in a model, we can
reconstruct (‘predict’ the observed past) the measured water levels.

The main outcome of such process is information on the various parameters
that enable us to estimate the replenishment and its relationship to precipi-
tation (on which much more data are available), and aquifer coefficients that
are required for modeling the flow regime in the aquifer.

Once we have a calibrated model of the considered aquifer, we can run
models for various values of aquifer yield, predict water levels (which enable
us to estimate groundwater flow and storage changes) and examine whether
or not that yield causes the violation of imposed constraints. In this way,
we can derive (or estimate) the sustainable yield of the aquifer. If quality of
water is a constraint, we also have to run calibrated solute transport models.
Altogether, by using appropriate flow and solute transport models, we can
also derive the sustainable yield as a variable that depends on the varying
elevations of the water table in the aquifer. We can also investigate artificial
recharge (using imported water) as a tool for increasing the sustainable yield.
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1.2 Modeling

The management of a groundwater resources system, which can be an aquifer,
or a system of aquifers, alone or conjunctively with surface water sources,
aims at achieving certain goals through a set of decisions concerning the de-
velopment and/or operation of the system. A more detailed discussion on the
management of groundwater resources, particularly the quantitative analysis
involved, is presented in Chap. 11. The remarks in the present section are
aimed at providing the background needed for the discussion on modeling of
the physical and chemical behavior of water in aquifers, presented through-
out this book. Particularly, we wish to emphasize the need for employing the
various models introduced in this book as essential management tools.

The modeling concept and process are elaborated in the following sections.

1.2.1 Modeling concepts

A model may be defined as a selected simplified version of a real system
and phenomena that take place within it, which approximately simulates the
system’s excitation-response relationships that are of interest. For example,
a groundwater system may be ‘excited’ by pumping, by the introduction of
a contaminant, by artificial recharge, or by changing a boundary condition.
Its ‘response’ takes the form of spatial and temporal changes in water levels
and in contaminant concentrations.

With the above definition, we emphasize that all that a model can do is to
predict the future behavior of an investigated, say aquifer, system. However,
this information may be used in different contexts and for different purposes.
Modeling activities may be conducted to achieve any of the following objec-
tives:

(a) To predict the behavior of a system, say, an aquifer, in response to exci-
tations that stem from the implementation of management decisions.

(b) To obtain a better understanding of a system from the geological, hydro-
logical, and chemical points of view.

(c) To provide information required in order to comply with regulations.
(d) To provide information for the design of a monitoring network, by pre-

dicting the system’s future behavior.
(e) To provide information for the design of field experiments.

In principle, for both (a) and (b), we need to write a flow and, sometimes,
also a solute transport model, but the requirements for details and accuracy
may be significantly different. This difference may strongly affect the amount
of (geological, hydrological and geochemical) data needed and its accuracy
requirements.

Figure 1.2.1 shows how modeling activities are incorporated in the man-
agement process of a given management problem. We always start from the
given management problem, identifying what we wish to achieve in order to
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Management problem
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�
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�
Implement alternative

�
Monitor

�

Figure 1.2.1: The role of modeling in the decision-making process.

solve it. We express what we wish to achieve in terms of an objective function
(Sec. 11.1). For example, suppose we wish to cleanup a contaminated domain
within a certain time interval at minimum costs. The objective function ex-
presses the cost of each alternative solution, and we wish to minimize this
cost. In this example, the prescribed time interval is a constraint that the
solution must satisfy. Obviously, the cost is associated with the behavior of
the system. We then identify a number of alternative solutions, say, various
well locations and pumping rates, with the intention of selecting the one that
will be the ‘best’ (or the ‘optimal’) from the point of view of the selected
objective function. We determine the information that is required in order
to enable this selection, e.g., information on how will the system respond to
the implementation of the various management alternatives. The ‘response’
is then expressed in terms of ‘cost’. The model is the tool that will provide
the information on the system’s response. We then construct the model (and
that includes model validation, calibration, etc., to be discussed below), and
use it to obtain the required information. The latter is then used to select
the most desired alternative. The subject of aquifer management is discussed
in detail in Chap. 11. As a solution is being implemented, additional data is
continuously being assembled and used to reevaluate the problem, to update
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Figure 1.2.2: The modeling process.

the model and its predictions, and, perhaps, to modify the solution. This
additional data may be used to continuously improve the model.

In the following subsection, we present the methodology of constructing
models that are required for solving problems of flow and contaminant trans-
port in the subsurface. We start by introducing some fundamental modeling
concepts, then discuss the model as a tool for forecasting the future behav-
ior of an investigated physical domain, suggest a procedure for constructing
models, outline methods of solution, and discuss how models are used.

We wish to emphasize from the outset that although a model is eventually
expressed in mathematical terms, the mathematical notation is used merely
as a compact way of describing the physical and chemical phenomena that
are relevant to the problem. We shall make an effort to present the physical
interpretation of each term that appears in the model’s equations. Obviously,
a mathematical model is needed in order to obtain a prediction of the system’s
behavior.

1.2.2 Modeling process

The modeling process reviewed in this subsection is summarized in Fig. 1.2.2.

Step 1: Identification of the information required for making man-
agement decisions. As emphasized above, models are needed in order to



32 INTRODUCTION

predict the outcome of implementing management decisions. In practice, the
same project objectives may be achieved by more than one plan of operation.
In order to select the most desirable plan, the decision maker needs to assign
values to a set of measures, that are used to evaluate the success of a selected
plan in achieving the desired objectives. The cost of a project, the period
required for remediation, the quality of water reaching an underlying aquifer,
and the quantity and quality of water that can be pumped from a consid-
ered aquifer, may serve as examples of such measures. The actual values of
the various measures depend on the managed system and on its response to
the implementation of a proposed plan. Accordingly, we need information on
such parameters as future water levels and concentrations of relevant chem-
ical species, spring discharge, quality of pumped water, etc. These, in turn,
are used to evaluate the criteria, or objective function, employed for select-
ing the preferred management alternative. Information of this kind may also
be required in order to ensure that a proposed alternative does not violate
constraints imposed on the managed system. Examples of constraints are
regulatory limits on contaminant concentrations, and on the leakage to an
underlying aquifer.
Step 2: Development of a conceptual model. The real system and its
behavior may be very complicated, depending on the amount of details we
wish, or need to include in describing them. For example, is the configuration
of each individual soil grain needed in the description of flow in a porous
medium domain? Should we include every clay lens in a sandy formation?
Should we include every detail of the domain’s stratigraphy? It is intuitively
obvious that no practical management decision can depend on an excessively
detailed description of a system and its behavior. On the other hand, certain
features may be significant in governing those aspects that are important from
the management point of view, say the advance of a contaminant plume. We
should also bear in mind that gathering information is always costly, so that
a balance should be sought between additional information and the benefits
to be gained from it. The art of modeling is to simplify the description of
the system and its behavior to a degree that will be useful for the purpose of
planning and making management decisions in specific cases.

The simplifications are introduced in the form of a set of assumptions
that expresses our understanding of the system and its behavior. Because
the model is a simplified version of the real system, no unique model exists
to describe it. Different sets of simplifying assumptions will result in different
models, each approximating the domain and its behavior in a different way.

Thus, the second step in the modeling process is the construction of a
conceptual model of the problem and of the relevant domain. The conceptual
model consists of a set of assumptions that reduce the real problem and the
real domain to simplified versions that are satisfactory in view of the modeling
objectives, the associated management problem, and the available data.

Assumptions should be related to such characteristics as:
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• The domain’s hydrogeology, stratigraphy, etc.
• The dimensionality of the model (one, two, or three dimensions), and the

geometry of the boundary of the domain of interest.
• The behavior of the system: steady state or time-dependent.
• The kind of soil and rock materials comprising the domain, as well as

inhomogeneity, anisotropy, and deformability of these materials.
• The number and kinds of fluid phases (e.g., water, air, NAPL), and the

relevant chemical species.
• The extensive quantities transported within the domain.
• The relevant material properties of the fluid phases (density, viscosity,

compressibility, presence of solutes).
• The relevant transport mechanisms within the domain.
• The possibility of phase change and exchange of chemical species between

adjacent phases.
• The relevant chemical, physical, and biological processes that take place

in the domain.
• The flow regimes of the involved fluids (e.g., laminar or non-laminar).
• The existence of nonisothermal conditions and their influence on fluid and

solid properties and on chemical–biological processes.
• The presence of assumed sharp macroscopic fluid-fluid boundaries, such

as a phreatic surface.
• The relevant state variables, and the areas or volumes over which averages

of such variables should be taken.
• The presence of sources and sinks of fluids and contaminants within the

domain, and their nature (spatial distribution and temporal variation).
• The initial conditions within the domain, and conditions on its boundaries.

Obviously, more items may be included in the conceptual model of any spe-
cific case.

The set of assumptions comprising the conceptual model is expressed in
words. It is recommended that these assumptions be numbered, say [A1],
[A2], etc., as is done for equations, so that they can be referred to.

The selection of the appropriate model for a particular case depends on
three main factors:

• The objective(s) of the investigations, i.e., what kind of information is the
model required to provide for the purpose of making management deci-
sions. Here we may include rough preliminary estimates vs. more detailed
predictions.

• The available resources required to construct and solve the model. Included
here are the availability of expertise, skilled personnel, and computers.
Also included is the ability to describe processes that take place, and the
availability of field data required to validate the model and determine the
numerical values of its coefficients.

• The legal and regulatory framework which pertains to the considered case.
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The objectives of an investigation dictate which features of the domain and its
behavior should be represented in the model, and to what degree of accuracy
and detail.

The constraints imposed by limited resources are very real and, although
we shall not dwell on them in this book, cannot be overlooked. For example,
a more detailed model is, obviously, more costly and requires more skilled
modelers, more sophisticated computer codes, and larger computers. As we
shall emphasize below, it is important to understand that a more detailed
model requires more field measurements in order to calibrate it and to de-
termine its coefficients. Data acquisition is usually more expensive than code
and computer costs.

Selecting the appropriate conceptual model for a given problem is the most
important step in the modeling process. If we oversimplify, we may not pro-
duce the required information. If we undersimplify, we may have neither the
information required for model calibration (see below) and coefficient deter-
mination, nor the resources to solve it. If we select inappropriate or wrong
assumptions, our model may not represent those features of the system be-
havior that are relevant to the management problem on hand. The set of
assumptions serves as a ‘prescription label’ of the model. One should not use
a model developed for a different problem, unless one examines its ‘label’ to
ensure that it fits one’s problem.
Step 3: Development of a mathematical model. In this step, the
conceptual model is expressed in the form of a mathematical model. The
continuum type of model, discussed in Sec. 1.3, is usually (but not always)
employed. The mathematical model consists of:

• A definition of the geometry of the surfaces that bound the domain.
• Equations that express the balances of the relevant extensive quantities

(e.g., mass of fluids, mass of chemical species, energy).
• Flux equations that relate the fluxes of the extensive quantities to the

relevant state variables of the problem (e.g., Fick’s law for the diffusive
mass flux of a chemical species in a fluid phase).

• Constitutive equations that define the behavior of the particular phases
and chemical species involved (e.g., dependence of density and viscosity
on pressure, temperature, and solute concentration).

• Sources and sinks, often referred to as forcing functions, of the relevant
extensive quantities.

• Initial conditions that describe the known state of the system at some
initial time.

• Boundary conditions that describe the interaction of the domain with its
environment (i.e., outside the delineated domain) across their common
boundaries.

Mathematical models of flow nd solute transport are discussed in Chaps. 5
and 7, respectively.
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In a continuum model (Sec. 1.3), a partial differential balance equation
describes the behavior at every point within the domain. However, sometimes
we are not interested in what happens at every point. Instead, we need in-
formation on the lumped, or averaged, behavior of an entire domain, or of
parts of it. Another kind of model is called for in such cases, referred to
as a lumped parameter model, a compartmental model, a multi-cell model, or
an input-output one (Subs. 7.2.1). In such a model, balances of the relevant
extensive quantities are stated for ‘cells’ of different shapes and sizes of the
domain; state variables are averages over these cells. Sometimes, the hetero-
geneity of a domain is such that an appropriate representative elementary
volume (Sec. 1.3) cannot be found for it and the continuum approach cannot
be applied. A lumped parameter model may be required. In this book we
focus our attention mainly on continuum models.

The core of any model of transport on an extensive quantity is the balance
equation of that quantity. In this book, we deal with models of transport of
two extensive quantities: mass of a fluid phase, and mass of a component of a
fluid phase. The extensive quantity of momentum of a phase is not referred to
directly, as we replace it by an approximation that takes the form of Darcy’s
law. We do, however, refer to the momentum of a solid phase when we deal
with porous medium deformation.

In passing from a model at the microscopic scale to the macroscopic scale
model (these terms are defined in Subs. 1.3.1), by some process of averaging,
various coefficients of transport, transformation, and storage of the extensive
quantities are introduced. The permeability of a porous medium (Subs. 4.1.3),
moisture diffusivity (Subs. 6.2.2), and dispersivity (Subs. 7.1.6) are examples
of such coefficients. Permeability and dispersivity of a phase are examples
of coefficients that express the macroscopic effects of the microscopic config-
uration of the boundaries between a considered phase and all other phases
present in a representative elementary volume (REV) of the medium.

It is important to realize that the coefficients derived by field experiments,
in which (in principle) we compare measurements of certain state variables
with the corresponding values predicted by a model, actually correspond to
that particular model. If possible, one should not employ coefficients derived
for one model in another one. When the coefficients developed for one model
are used in another model, errors may result. The magnitude of the error will
depend on the differences between the two models.

In principle, to employ a particular model for a particular domain, the
values of the coefficients that appear in the model should be determined from
field experiments conducted in the domain. Typically, such an experiment
involves a comparison between actual field observations and predictions made
by the model, employing some parameter identification technique (Sec. 11.3).

Step 4: Development of a numerical model and code. Having con-
structed a mathematical model, in terms of relevant state variables, it has
to be solved for cases of interest. The preferred method of solution is the
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analytical one, as it provides a general solution (for a given domain geome-
try) that can be applicable to various sets of domain and fluid parameters.
However, because of the complexity of most problems of practical interest
(shape of domain’s boundaries, heterogeneity, nonlinearity, irregular source
functions, etc.), it is impossible, in general, to derive analytical solutions for
them. Numerical methods are usually employed for solving the mathematical
model. This means that various methods are used in order to transform the
mathematical model into a numerical one, in which the partial differential
equations are represented by their numerical counterparts. A computer pro-
gram, or a code is required in order to solve the numerical model. Numerical
methods are discussed in Chap. 8.

Very often, there is no need to develop a code that will solve a given
problem, as such code is readily available, either as a public domain code, or
a commercial one that has to be purchased. In most cases, it is much cheaper
to purchase a code than to develop one. Codes are available not only for
flow problems, but also for most problems of contaminant transport in single
phase flow, some with chemical and biological reactions and transformations.
Step 5: Code verification. When a new numerical model and a code are
developed for solving a mathematical model, the code is not considered ready
for use unless it undergoes a proper verification procedure. Here, verification
means checking that the code does what it proclaims to do, namely, to solve
the mathematical model. Verification involves comparing solutions obtained
by using the code with those obtained by analytical methods, whenever such
solutions are possible. This is usually done for some simplified domain geom-
etry, homogeneous materials, etc. In many cases, analytical solutions cannot
be derived. The only procedure, then, is to compare code solutions with so-
lutions obtained by other codes.

Good codes, especially commercial ones, should have documented code
verification.
Step 6: Model validation. Once a model has been selected for a particu-
lar problem at a particular site, the model must be validated. Model validation
is the process of making sure that the model correctly describes all the rele-
vant processes that affect the excitation-response relations of interest to an
acceptable degree of accuracy. The only way to validate a model is an experi-
ment. Although it is desirable to perform the model validation for the actual
site of interest, we often validate the model in principle, i.e., ensuring that it
represents the phenomena, by conducting controlled field or laboratory ex-
periments. Unlike laboratory experiments, many features encountered in field
experiments, such as heterogeneity and anisotropy, cannot be controlled or
identified. Unfortunately, in many cases they dominate the system’s behavior.

If model validation cannot be implemented, it is sometimes combined with
model calibration (see below).
Step 7: Model calibration and parameter estimation. Obviously, no
model can be employed in any particular case of interest, unless numerical
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values are assigned to all the coefficients (e.g., permeability, transmissivity,
storativity) that appear in it. Natural replenishment, and the location and
type of boundaries should be included in the list of model coefficients and
parameters that have to be identified. We refer to the activity of identifying
the values of these model coefficients as the identification problem, the inverse
problem, or the parameter estimation problem.

We use the term model calibration for the activity that combines model val-
idation and parameter estimation at a specific site of interest. These activities
are actually executed simultaneously. Thus, in the procedure of calibration,
the values of model coefficients for a site are determined by solving an inverse
problem, using field data from that site.

In principle, the only way to obtain the values of these coefficients for a
model of a considered domain, e.g., an aquifer, is to investigate the domain
itself. Historical data are reviewed to find a period in the past for which
information is available on (a) initial conditions of the system, (b) excitations
of the system, say, in the form of pumping, natural replenishment (infiltration
from precipitation), introduction of contaminants, or changes in boundary
conditions, and (c) observations of the response of the system, say, in the
form of temporal and spatial distributions of state variables, e.g., moisture
content and solute concentrations. If such a period (or periods) are found,
we impose the known initial conditions and the known excitations of the
real system on the model, and derive the response of the latter to these
excitations. Obviously, in order to derive the model’s response, we have to
assume some trial values of the sought coefficients. We then compare the
observed and modeled responses. The sought values of the coefficients are
those that would make the two sets of values of state variables identical. The
measured response is compared with model predictions. However, because the
model is only an approximation of the real system, we should never expect
these two sets of values to be really identical. Instead, we search for a ‘best
fit’ between them, according to some criteria. It is also possible to conduct
field tests, or pumping tests (e.g., Bear, 1979), in which the system is excited
artificially (see discussion on pumping tests in Subs. 11.3.1).

Various techniques exist for determining the ‘best’, or ‘optimal’, values
of these coefficients, i.e., values that will make the predicted values and the
measured ones sufficiently (or acceptably) close to each other. Obviously, the
values of the coefficients eventually accepted as ‘best’ for a considered mo-
del depend on the criteria selected for ‘goodness of fit’ between the observed
and predicted values of the state variables. These, in turn, depend on the
objective of the modeling. Some techniques use the basic trial-and-error ap-
proach described above, while others employ more sophisticated optimization
methods. In some methods, a priori estimates of values to be expected for
the coefficients, as well as information about lower and upper bounds, are
introduced. In addition to the question of selecting the appropriate criteria,
the question of the conditions for which this inverse problem will result in
a unique solution still remains. The inverse problem, as described above is
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ill-posed, and there is no reason to expect a unique solution. The inverse
problem is discussed in Sec. 11.3.

When conditions for determining coefficients, as described above, do not
exist, they can be created as a laboratory experiment, usually on a soil core
taken from the considered formation, or as a field test. In such experiments, we
create a situation (in the laboratory, or in the field), in which state variables
can be observed and for which a solution (preferably, analytical) of the model
can be determined. It is important to emphasize again that coefficients for
any particular site must be determined by making use of data assembled from
that particular location.

In addition to model calibration, or solving the inverse problem for the
considered domain, model coefficients and parameters can also be obtained
(better: estimated) from:

• Literature survey. In many cases, we can find in the literature values
of coefficients and parameters that have been derived and used in modeling
similar situations, similar soils, fluid phases and chemical species, etc. One
should be careful in using this information, at least as far as soils are
concerned, as soils at different sites, even when belonging to the same class
in some standard classification, seldom behave identically. Nevertheless,
the values found in the literature may be employed as first estimates in
a model calibration process, or in sensitivity analysis runs. Such runs are
conducted in the process of planning field experiments aimed at obtaining
the site specific values for such coefficients.

• Laboratory experiments. Laboratory experiments provide good in-
formation on parameters that are independent of soil characteristics. As
for soil dependent coefficients, we should recall that our modeling is at the
field scale, which always involves heterogeneities, etc. Laboratory experi-
ments are usually carried out on relatively small samples (‘cores’), and not
always under undisturbed conditions. Hence, at best, the values obtained
in such experiments should be considered as first estimates to be used in
model calibration runs.

• Small scale field experiments. These include both standard tests,
like pumping tests, slug tests, etc., as well as specially designed ones. If
properly designed, they could serve for model validation as well as provide
site-specific information on values of coefficients.

Step 8: Model application. Once a model has been calibrated for a
considered problem (and this includes all the required site-specific coeffi-
cients and parameters), the model is ready for use. Computer runs are then
conducted to provide the required forecasts.
Step 9: Sensitivity analysis. The term sensitivity analysis is used here
to describe tools that help the modeler evaluate the impact of uncertainty,
say, in the values of model coefficients, on the results predicted by the model.
Briefly, we want to know how sensitive are the predicted values to changes in
the values of model coefficients. If these effects are not significant (from the
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point of view of the decision maker, who makes use of these predictions in the
management process), we can accept the predicted values and make decisions.
If, however, the predicted values are sensitive to changes in parameter values,
we must reduce the range of uncertainty in the values of these parameters.
In most cases, this means that we must invest more resources in order to
acquire more and more accurate data.

Sensitivity analysis can also be used to assess the reliability of parameters
determined in the calibration, or parameter estimation procedure described
in Step 7 above. Typically, a residual error is usually expressed in the cali-
bration process, e.g., as the sum of the squared differences between the mea-
sured and the predicted water levels. The optimal set of model parameters
is the one that minimizes this error. This subject is discussed in Chap. 10.
There, we show also how to enable a more accurate determination of model
parameters and how to asses the reliability of the obtained parameter val-
ues. In Subs. 11.3.1, we also present the sensitivity analysis in connection
with the analysis of pumping tests used for determining aquifer parameters.
Altogether, if a small change in a parameter causes a large change in the
residual error, we may say that the residual error is sensitive to that param-
eter. Hence, our information on that parameter is of high quality, or reliable.
Conversely, if a large change in the parameter causes only a small change in
the residual error, we say that the calibration process is insensitive to that
parameter; hence, our information on that parameter is of low quality, or less
reliable. Poor quality information means that more data is required in order
to improve calibration results, and vice versa.

When the quantity of available data (e.g, water levels at observation wells)
is insufficient for performing regional model calibration, we use information
on the domains stratigraphy, which should be available, to estimate values of
model coefficients. Then, it is certainly of interest to study the sensitivity of
the model’s predictions to the uncertainty in these input parameters. More
information on how such analysis can be performed is presented in Chap. 10.
Again, a high sensitivity indicates that it may be worthwhile spending extra
efforts and resources, such as commissioning a geological or geophysical sur-
vey, in order to improve our information concerning that feature. Sensitivity
analysis is discussed in more details in Subs. 10.2.2.

Altogether, the result of a sensitivity analysis can either increase the mod-
eler’s confidence in the model, or, conversely, reveal the deficiency of the
model. In the latter case, the sensitivity analysis can be used to help the
manager to efficiently allocate resources to expand data acquisition, thus
improving model prediction.
Step 10: Stochastic analysis. The sensitivity analysis discussed in Step
9 provides a qualitative description of uncertainty. It addresses questions like
‘what if there exists 20% uncertainty in this parameter or that condition’; it
does not express the range of uncertainty in either the input or the output
in terms of statistical measures, such as mean and standard deviation.
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A stochastic analysis not only takes into account the simple statistical
measures of mean and standard deviation of the input data, such as the
hydraulic conductivity and the natural replenishment, but it also examines
the temporal and spatial correlations of these data. Following are some typical
questions that can be asked :

• What is the predicted mean piezometric head at a given time and location?
• What is the standard deviation of that prediction?
• If a 90% reliability is needed in the manager’s recommendation, what is

the allowable pumping rate?
• If a head is observed at a certain location at a certain time, what is the

probability that the value will stay correlated a certain distance away or
after a certain time period?

In Chap. 10 we shall present and discuss the stochastic analysis technique
that can provide answers to the above typical questions.
Step 11: Summary, conclusions, and reporting. The summary and
conclusions should include the information that the model was expected to
provide, including additional information concerning the accuracy of the in-
formation, the uncertainty involved, and suggested follow-up work. The re-
port on the modeling activities may be part of the report on solving the
management problem, say as an appendix, or as a separate report.

1.2.3 Model use

Admittedly, the subsurface is highly heterogeneous, and we seldom have
enough data to calibrate the model of an aquifer domain in a way that
will accurately describe its heterogeneity. We are also uncertain about model
boundaries and conditions occurring on them, and even less certain about
what will occur in the future. In contamination problems, we never have
sufficient knowledge and data concerning all the chemicals and biological
transformations that may take place. Usually, we have insufficient knowl-
edge of the thermodynamic information required for modeling the complex
case of multiple multicomponent phases, which may be under nonisothermal
conditions.

What, then, is the use of a model? Can the model be expected to predict
future states to any desired, or acceptable, degree of accuracy? In some cases,
such as in the case of a repository for radioactive waste located at depth in
the unsaturated zone of a highly heterogeneous fractured rock, the required
extrapolation in time is for hundreds and thousands of years, and the domain
of interest extends for many kilometers. Can we validate a model under lab-
oratory, or small scale field conditions and then apply it to such a large scale
and long term problem? The answer is, generally, not.

An argument for the use of models is that, in most cases, decisions will
be made anyway, with or without sufficient information. The use of a model
can, at least, provide some information, even if it lacks the desirable accuracy.
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Hence, modeling still plays an essential role in decision making. However, in
view of all the uncertainties, we should not claim that the model’s usefulness
rests only in its ability to accurately predict the system’s response. The model
should also be used for enhancing and organizing our understanding of the
phenomena, say, of flow and contaminant transport that take place in it as a
result of applied excitations.

By running the model of a given problem in a given domain, under various
assumed conditions, we gain insight into the roles that various processes play
in producing the system’s response. A sensitivity analysis (Step 9 above and
Subs. 10.2.2), in which various parameters and coefficient values are system-
atically changed, within specified ranges, will indicate the more significant
ones. A sensitivity analysis may also indicate ranges of outcomes that may
be expected. When combined with methods of stochastic analysis (Step 10
above and Sec. 10.3), probability distributions of outcomes may be derived.
Such analysis will guide the acquisition of additional field data. A model may,
thus, be used for two additional objectives:

• design of observation or monitoring networks; and
• design of field experiments.

By running the model, and learning what to expect in the future, observation
and early-warning networks can be designed. Altogether, the use of models
will aid in making informed decisions, even in the absence of model validation
and accurate parameter identification in the strict sense of these terms.

Finally, a few warnings concerning the use of models, from the establish-
ment of the conceptual model through the use of a computer code to derive
a solution:.

• Before running a computer program in order to obtain a solution (= pre-
diction), make sure that one knows what to expect as the answer (obvi-
ously, approximately, or at least the trend of it). A small error somewhere
in the construction of the model, in the computer program, and in data
input, may lead to erroneous results. If one does not know a priori what
to expect, one may make decisions based on erroneous results.

• Make sure that the computer program has been properly verified.
• Make sure that the assumptions that constitute the conceptual model are

justified. A wrong assumption may lead to a model that does not represent
the physical reality.

• Finish the modeling efforts by an appropriate sensitivity analysis, so that
one knows where more data is needed to reduce uncertainties. If possible,
use stochastic approaches to overcome uncertainties. Such model will take
uncertainties in the input, say the proper values of model coefficients, into
account, and provide a prediction with stated reliability level to assist the
manager in decision making.
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1.3 Continuum Approach to Transport in Porous Media

As will be shown throughout this book, the core of any flow and solute trans-
port model consists of a partial differential equation (abbreviated PDE) that
represents the physical reality of the subsurface porous medium and the phe-
nomena of flow and solute transport that occur there. The construction of
such equation is based on the assumption that the porous medium domains
of interest may be described as continua; the models so constructed are re-
ferred to as ‘continuum models’. Accordingly, in this section, we shall start
by examining the fundamental question of ‘what is a continuum model?’

The subsurface—both the saturated and unsaturated (or vadose) zones—is
a domain occupied by a porous medium. Soil, sand, fissured rocks, sandstone
and karstic limestone, are examples of porous media. Common to all these
examples is the presence of both a solid matrix and a void space within such
domains. The void space is occupied by one or more fluid phases (e.g., water
and air). Our interest is in the mathematical representation, or model, that
describes the movement of water and contaminants through the void space.
Once such a mathematical model has been obtained for a given case, its
solution, analytically or numerically, can provide information on the future
behavior of the fluids and contaminants within the considered domains.

Because the flow and contaminant transport in the subsurface involves
multiple phases and often multiple multicomponent fluid phases, we shall
start the discussion by defining phases, chemical species, and chemical com-
ponents.

1.3.1 Phases, chemical species and components

A phase is a portion of space occupied by a material such that a single
set of constitutive relations, e.g., the relationship between density, pressure,
and temperature, describes the behavior everywhere within that material.
Another definition of a phase is a portion of space that is separated from
other such portions by a definite physical boundary (interface, or interphase
boundary). According to the second definition, globules of NAPL surrounded
by water are considered separate phases (unless we regard them as a single
multiply connected phase). There can be only one gaseous phase in a system,
as all gaseous phases are completely miscible and do not maintain a distinct
boundary between them. We may, however, have more than one liquid phase
in a system. Such liquid phases are referred to as immiscible fluids.

In these definitions, a domain occupied by a phase is regarded as a con-
tinuum at the microscopic level (or scale of description), if values of state
variables, and of material parameters or coefficients of the phase, can be
assigned to every point within the domain. Examples of state variables are
pressure and solute concentration, and of material coefficients are fluid vis-
cosity and coefficient of compressibility. These coefficients are obtained by
averaging the behavior that takes place at the molecular level over a mi-
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croscopic representative elementary volume (microREV), denoted as μREV,
around every point within the domain occupied by the phase. Thus, a ‘fluid
phase’ and a ‘solid phase’ are continuum concepts, obtained from the molec-
ular level by volume averaging over appropriate representative elementary
volumes. This idea will be further explained below.

A phase may be composed of a large number of different chemical species.
A chemical species is an atom, a molecule or an ion distinguishable from
the rest of the phase due to its chemical composition. Often, the number
of species in a phase is very large and in a liquid they may also interact
chemically. However, under conditions of chemical equilibrium, the minimum
number of independent chemical species necessary to completely describe the
composition of a given phase may be much smaller. We use the term com-
ponent to denote a chemical species that belongs to the smallest set of such
species that is required in order to completely define the chemical composi-
tion of a phase under equilibrium conditions. As a simple example, consider
liquid water in contact with its vapor. The water is composed of oxygen and
hydrogen, with these two elements being always present in fixed and defi-
nite proportions. Therefore, the system is composed of two chemical species,
but only a single component. When chemical equilibrium is not assumed, all
species are defined to be components. In this book, we use the terms chemical
species and component interchangeably, unless we wish to emphasize that we
are referring specifically only to one of them.

Often, only a subset of the species within a phase is in equilibrium. Then,
the set of components consists of the components of the system that are in
equilibrium, together with the species that are not in equilibrium.

For the sake of simplicity, we shall often use the term ‘component’ also to
denote the mixture of a number of independent chemical species in a liquid or
a gas. The selection of components is not unique, in the sense that different
chemical species, may be selected as components of a given phase.

1.3.2 Need for continuum approach

A spatial domain is said to behave as a continuum if state variables and
properties that describe the behavior of the material occupying it can be
assigned to every point within it. With this definition in mind, if we consider a
porous medium domain, containing a solid matrix and at least one fluid phase,
we can identify within this domain the subdomains occupied, respectively, by
the solid and by each fluid phase. The domain occupied by water behaves as
a continuum with respect to water, and so is the domain occupied by solid.
As defined earlier, we refer to the level of description of phenomena within
each phase as a description at the microscopic level.

As an example, let us consider a porous medium domain whose void space
is entirely occupied by water. The domain occupied by solid behaves as a
continuum with respect to the solid. For example, we can define solid density
at every point within the solid subdomain. Similarly, we can describe certain
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properties or behavior variables at every point in the domain occupied by wa-
ter, e.g., water density, pressure, and velocity. As described in the preceding
section, at this microscopic level of description, the water phase is regarded as
a continuum within the domain it occupies, and so is the solid. For example,
to obtain the velocity distribution within the water, regarded as a Newtonian
fluid, we could make use of the Navier-Stokes equation (which is a PDE that
describes the linear momentum balance of a Newtonian fluid), and solve it
within the water occupied domain, subject to boundary conditions on the
solid-liquid interface that bounds this domain. Obviously, for flow through
porous medium problems, this approach is, usually, impractical, due to our
inability to describe the complex configuration of the solid-liquid boundary
over large porous medium domains. Moreover, even if we could solve for val-
ues of state variables, e.g., pressure, it would be impractical to verify the
solution by measurements at this level.

To circumvent these difficulties, associated with trying to solve problems
at the microscopic level, another level of description is introduced, referred
to as the macroscopic level. At this level, properties are defined at every
point in the porous medium domain, such that the knowledge of the complex
interphase geometry is not needed.

The continuum approach, described in the preceding subsection for the
transport of a species within a phase, is obtained by averaging the behavior
of the phase at the molecular level (Bear, 1972, p. 17). We referred to this
description as one at the microscopic level. This approach of averaging can be
extended to a multiphase system such as a porous medium domain, where the
various phases are separated from each other by abrupt interfaces. To achieve
this goal, the real porous medium domain, containing two, or more phases
(each of which is already regarded as a continuum at the microscopic level
that occupies a certain portion of space that together completely occupy
the porous medium domain), is replaced by a model, in which each of the
phases is assumed to behave as a continuum that fills up the entire porous
medium domain. We then speak of ‘overlapping continua’, each continuum
corresponding to one of the phases present in the domain. If the individual
phases interact with each other, so will these continua. The space occupied by
these overlapping continua will be referred to as the macroscopic space. For
each point within this macroscopic space, average values of the variables that
describe the behavior of a phase are taken over elementary volumes, centered
at the point, regardless of whether, in the real domain, this point falls within
that phase, or outside it. The averaged values are referred to as macroscopic
values of the considered variables. By traversing the entire porous medium
domain with a moving elementary volumes, thus assigning averaged values to
every point, we obtain fields of macroscopic variables, which are differentiable
functions of the spatial coordinates. In this way, we have turned the porous
medium domain into a continuum; the behavior of each of the phases within
this continuum is described at every point by the averaged values of variables
and material properties.
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The advantages of the continuum model of a porous medium are:

• It circumvents the need to specify the exact configuration of the interphase
boundaries, the knowledge of which is, anyway, not available.

• It describes processes occurring in porous media in terms of differentiable
quantities, thus enabling the solution of problems by employing methods
of mathematical analysis.

• The (macroscopic) quantities mentioned above are measurable, and can,
therefore, be useful in solving field problems of practical interest.

These advantages are at the expense of the loss of information concerning
(1) the microscopic distributions of variables within each phase, and (2) the
microscopic configuration of the interphase boundaries. However, the macro-
scopic effects of this configuration are retained in the form of coefficients
that are created in the process of averaging. The structure and relationship
of these coefficients to the statistical properties of the void space (or phase)
configuration within the elementary volumes can be determined. Examples
of resulting coefficients are the porosity, permeability, and dispersivity. For
a specific porous medium, the numerical values of these coefficients must be
determined experimentally, in the laboratory, or in the field.

In the following subsection, we shall discuss the procedure for passing from
the microscopic level to the macroscopic, or continuum, one, by averaging over
an REV. In Subs. 1.3.5, we shall introduce another approach for smoothing
out heterogeneities.

1.3.3 Representative elementary volume and averages

A basic feature, which is common to the porous materials that occupy the
subsurface, in fact, common to all porous media, is that both the solid matrix
and the void space are distributed throughout the porous medium domain.
This implies that samples of a sufficiently large volume, taken at different
locations within the domain, will always contain both a solid phase and a
void space. How large should such volume be? A porosity (= ratio between
the volume of void space to the sample’s volume) can be defined for the
sample. Obviously, there is no meaning to porosity at the microscopic level
of description. For the time being, let us refer to the volume of such a sample
as a representative elementary volume (abbreviated REV). We shall discuss
the size of an REV in Subs. 1.3.4A.

A. Definition of representative elementary volume

Based on this brief discussion, we may now define a porous medium as a
portion of space (1) that is occupied by a number of phases, at least one of
which is a solid, and (2) for which an REV can be found. This means that a
porous medium is not merely ‘a domain containing a void space and a solid
phase’. Our definition implies that if a common REV cannot be found for all
points of a domain, that domain cannot qualify as a porous medium.
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Specifically, suppose we consider the density of the solid phase, ρs, com-
prising the solid matrix within a porous medium domain. At every point, x,
within the domain, we place an REV of volume Uo, with the point x as its
centroid, and determine the volume average of the solid density, ρs, over the
REV. We then assign the calculated average density to the centroid, x, of the
REV. We repeat this procedure for all points within the domain, whether
the centroid falls within the solid matrix or in the void space. We can do
so because the definition of the REV states that the size of the REV must
be such that it will always contain both a solid matrix and a void space. By
following this (conceptual) procedure for all points in the domain, we obtain
a continuous function ρs = ρs(x) within the porous medium domain. We
say that the (entire) porous medium domain behaves as a continuum with
respect to the average density, ρs. In this way, the porous medium domain,
comprised of a solid phase and a void space containing one or more fluid
phases, each occupying only a portion of the spatial domain, is replaced by
a model (Sec. 1.2) that visualizes the domain as a continuum. In this contin-
uum, the value of ρs(x) is assigned to every point (not only to points inside
the solid matrix). We can repeat this procedure for any material property
and state variable of interest of the solid and of the fluid(s) occupying the
void space. We refer to the averaged values as macroscopic values.

In fact, what we have obtained is a description of the porous medium do-
main as multiple overlapping continua, one for every variable of interest, e.g.,
ρs = ρs(x), for ρs and ρf = ρf(x). The macroscopic (continuum) description
of flow, or of any other phenomenon of transport, is, thus, derived by aver-
aging the microscopic description over an REV. The macroscopic model (of
the ‘real’ porous medium) obtained in this way describes the flow in terms
of macroscopic, or averaged quantities. In this book, our objective is to
learn how to write models of flow and contaminant transport at the
macroscopic level. Following are the mathematical definitions of averaging
and for REV size.

B. Representative elementary volume averaging

Let the symbol Eα denote the amount of an extensive quantity, E, in a phase
denoted by the subscript α. An extensive quantity is an additive quantity,
like mass, momentum and energy. The corresponding intensive quantity, or
density of Eα, is denoted by eα,

eα =
Eα
Uα , (1.3.1)

where Uα indicates the volume of the α-phase.
Three kinds of average values of eα can be defined (Fig. 1.3.1):

Intrinsic phase average. The intrinsic phase average of eα, taken over
the domain of the REV of volume Uo, centered at the point x, is defined as
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Figure 1.3.1: Nomenclature for averaging over an REV.

eα
α(x, t) =

1
Uoα(x, t)

∫

Uoα(x,t)

eα(x′, t;x) dUα(x′), (1.3.2)

where Uoα is the volume of the α-phase within Uo, x′ is a point in α-phase
within the REV centered at x, and t denotes time. The intrinsic phase average
is, thus, an average of Eα per unit volume of the considered phase.
Phase average. The phase average of eα is defined as

eα(x, t) =
1
Uo

∫

Uoα(x,t)

eα(x′, t;x) dUα(x′). (1.3.3)

This is an average of Eα per unit volume of porous medium.
Mass average. Let e′α(x′, t) = dEα/dmα ≡ eα/ρα denote the quantity of
E of an α-phase per unit mass of that phase, with ρα = dmα/dUα. The mass
average of e′α is defined as

< e′α >
α (x, t) =

1
moα(x, t)

∫

moα

e′α dmα

=
1

ρα
α(x, t)Uoα(x, t)

∫

Uoα

ρα(x′, t;x)e′α(x′, t;x) dUα(x′)

=
1

ρα
α ραe

′
α
α

=
eα
α(x, t)

ρα
α(x, t)

, (1.3.4)

where ραα(x, t) is the intrinsic phase average mass density of the α-phase.
The first two kinds of averages are related to each other by

eα = θαeα
α, (1.3.5)
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where
θα =

Uoα
Uo (1.3.6)

is the volumetric fraction of the α-phase within Uo.
The kind of average to be used in each case depends on the way the

averaged quantity is actually measured in the field. For example, if, at a
point, we take a liquid sample out of a porous medium domain, in order to
determine the concentration of a solute in it, the latter is an intrinsic phase
average, as it is taken only over the liquid phase. The measuring device (e.g.,
screened portion of a piezometer, or porous cup of a tensiometer (Fig. 6.1.9))
of an instrument designed to measure an averaged, macroscopic quantity,
must also be of the size of an REV, in order to yield observations compatible
with the averaged values calculated by a macroscopic model for that point.

Throughout this book, it is assumed that the porous medium comprising
the subsurface may be considered as a continuum in the sense explained
above. Accordingly, the phenomena of fluid mass transport, solute transport,
and heat transport (not considered in his book) are described (modeled) at
the macroscopic level. This is the level at which engineers and hydrologists
make predictions and measure state variables in the field. However, certain
phenomena (e.g., capillary pressure and dispersion of a solute) cannot be
understood unless we consider and understand them first at the microscopic
level. Once these phenomena are understood and described at the microscopic
level, they are averaged to yield their macroscopic description.

1.3.4 Scale of heterogeneity in continuum models

A. Size of representative elementary volume

We must still select the appropriate size and shape of the averaging volume,
earlier referred to as REV. Usually, this size is selected such that (1) the
average value of any geometrical characteristic of the microstructure of the
void space, at any point in a porous medium, will be a unique function (or
almost so, within an acceptable error) of the location of that point only, and
(2) the measured averaged value should be independent of small perturbations
in the size of the REV. This means that the average value should remain more
or less constant over a range of REV volumes that correspond to the range of
variation in the size of the sample or instrument that measures that average.

Denoting the characteristic dimension of an REV by �, e.g., diameter of a
spherical REV, and the length characterizing the microscopic structure (or,
heterogeneity) of the void space by d (say, the typical size of grain or pore,
or the hydraulic radius, which is proportional to the reciprocal of the specific
surface area of the solids within an REV), a necessary condition for obtaining
non-random estimates of the geometrical characteristics of the void space at
any point within a porous medium domain is

�� d. (1.3.7)
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Another condition that sets an upper limit to the size of the REV is

�� �max, (1.3.8)

where �max is the distance beyond which the spatial distribution of the rele-
vant macroscopic coefficients that characterize the configuration of the void
space (e.g., porosity, permeability) deviates from the linear one by not more
than some acceptable value (Bear and Bachmat, 1990, p. 22). The selection
of the size of the REV is also constrained by the requirement that

�� L, (1.3.9)

where L is a characteristic length of the porous medium domain. We shall dis-
cuss these limits in greater details in Subs. 1.3.4B, together with the general
question of scales and their corresponding elementary volumes.

Although we have shown here how the macroscopic level of description
is obtained from the microscopic one by volume averaging, other techniques
that lead to macroscopic flow and solute transport models are also presented
in the literature. Among them, we may mention another volume averaging
approach proposed by Whitaker and coworkers (e.g., Hassanizadeh, 1986;
Whitaker, 1967, 1986a, 1986b; Plumb and Whitaker, 1990) and the homoge-
nization technique (e.g., Sanchez-Palencia, 1980; Hornung, 1997), which aims
at smoothing out the heterogeneity at the pore scale, as well as at other scales.
The homogenization technique is discussed in Subs. 1.3.5.

In the previous section, we have discussed two levels of description of phe-
nomena: the microscopic level, obtained by averaging over a μREV (read:
microREV), to smooth out spatial variations at the molecular level, and the
macroscopic level, obtained by averaging over an REV, to smooth out varia-
tions at the microscopic level, resulting from the presence of a solid matrix
and a void space within a porous medium domain. With the above in mind,
we can extend this smoothing out approach to other scales of heterogeneity.
Altogether, we shall have:

• molecular scale, when we consider the behavior of individual molecules
(obviously, impractical).

• microscopic scale, at which we describe what happens at points within
every phase present in the void space.

• macroscopic scale, which is the usual scale of describing phenomena in
porous media.

• megascopic scale, which is the scale at which we describe phenomena of
transport in the field. The latter is, usually, very large and very heteroge-
neous in a random fashion.

By smoothing out heterogeneity at one level we obtain a model at the
higher level. The smoothing operation introduces ‘coefficients’ that represent
the effect of the smoothed out properties. Note that the spatial distribution of
the coefficients at the higher level may still be heterogeneous. Heterogeneity
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of a continuum domain with respect to a given property at the macroscopic
level will be defined in Sec. 2.5.

B. Averaging over microscopic heterogeneity

For the purpose of the discussion here, let us refer to a given domain (re-
garded as a continuum) as homogeneous (= opposite of heterogeneous, or
inhomogeneous) with respect to a given property, if that property has the
same value at all points of the domain. For example, if the property of inter-
est is ‘the presence of solid’ at a point, then, by the very definition of a porous
medium (Subs. 1.3.3A), this domain is always heterogeneous with respect to
that property.

As an example, let us compare two porous medium domains, one filled
with large gravel, say, 1 cm in mean radius, and the other with sand, say,
1 mm in radius. Both contain a solid matrix and void space, and both are
heterogeneous at the microscopic level. If the granules are spherical and in
cubical arrangement, both will have the same porosity. What is the difference
in heterogeneity between these two porous media? If we pick a point inside
a solid grain, we have a good chance of finding solid at points within a
distance of 1 cm in the first case, and within a distance of 1 mm in the
second. We can say that their ‘scales of heterogeneity’ are 1 cm and 1 mm,
respectively. Extending the above example to a porous medium with random
grain arrangement, we can define a distance along which a selected property
(here the ‘presence of solid’) at a point is strongly correlated to that at another
point.

We continue to discuss what happens when we consider flow and transport
in large field domains, say, in an aquifer or in the unsaturated zone, which
are always highly heterogeneous with respect to (macroscopic) flow and so-
lute transport coefficients. For example, we consider the permeability (in a
macroscopic level continuum), and ask: ‘given the permeability at a point A,
how far from A is the permeability still correlated to that at A?’ This ques-
tion makes sense, because the heterogeneity in permeability in the field is a
consequence of geological processes that produced it in the first place. Re-
peating this question for a large number of points at various distances around
A, and for various points A within the considered domain, we shall find a
certain distance that we refer to as the scale of heterogeneity of the given
domain, with respect to the considered property, here, permeability; within
that distance the permeability is still strongly (or sufficiently) correlated to
that at A.

It is natural to assume that the scale of heterogeneity introduced above is
related to the size of the considered domain, with larger domains exhibiting
higher heterogeneity; so when we consider domains with characteristic lengths
of tens, hundreds and thousands of meters, the scale of heterogeneity will also
gradually grow. However, we usually assume that at some field size, this scale
will level off at some value.
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Returning to the microscopic level, let us use porosity as an example to
illustrate the concept of scale of heterogeneity introduced above.

Porosity, φ, which, obviously, is a macroscopic property, is defined as the
ratio between the volume of void space and the sample’s volume. We can
also define porosity as the volume average of a characteristic function of the
void space, γ, which is defined in the following way. Let x′ denote the position
vector of a point within a small porous medium element of volume U centered
at x. The volume U is composed of two portions: Uv, denoting the volume
of void space, and Us (≡ U − Uv), denoting that of the solid matrix. The
function γ(x′) is defined by

γ(x′) =
{

1, for x′ within Uv,
0, for x′ within Us. (1.3.10)

For this function, an average, γ(x), may be defined by (see Fig. 1.3.1)

γ(x) =
1
U
∫

U(x)

γ(x′;x) dU(x′) =
1
U
∫

Uv(x)

dUv(x′) =
Uv
U

∣

∣

∣

∣

∣

x

, (1.3.11)

and a deviation from the average, γ̊(x′;x), defined as

γ̊(x′;x) = γ(x′;x)− γ(x), (1.3.12)

where the x′ in γ̊(x′;x) and in γ(x′;x) indicates that these values correspond
to a point x′ that is located within a domain U centered at x. From (1.3.11)
and (1.3.12), it follows that

γ(x) =
Uv
U
∣

∣

∣

∣

x

= φ(x) and γ̊(x) = 0. (1.3.13)

In this way, we have defined the porosity, φ, as the volume average of the
characteristic function γ(x′). However, this immediately raises the question
‘what size of sample should be selected in order to represent the porosity at
a point in a porous medium domain?’

How small or large should U be in order to qualify as a representative
elementary volume? In other words, ‘how large should U be so that φ will
represent the porosity at a point that serves as the centroid of an REV?’

Let us consider a small porous medium element of volume U1 centered at a
point x within a given porous medium domain. For this volume, we determine
the ratio Uv/U . We then consider a sequence of volumes of increasing sizes
U1 < U2 < U3 < . . ., up to that of many times the (typical) pore sizes. For
each such volume, we calculate the ratio Uv/U (≡ γ, where the average is
taken over U). Drawing this ratio (Fig. 1.3.2) as a function of the size of
the volume of the element, U , we observe that, the ratio Uv/U starts from
0 or 1, depending on whether the point x falls in the void space or in the
solid matrix. As the volume increases, we note oscillations with a decreasing
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Figure 1.3.2: Variation of Uv/U in the neighborhood of a point as a function
of the averaging volume.

amplitude. At some volume, Umin, we observe approximately a plateau in the
ratio of Uv/U . For a homogeneous porous medium, the plateau in the ratio
Uv/U stays at the same level. This means that we have achieved two goals:
we found the value of Uv/U which is independent of the volume of averaging,
as long as U > Umin, and we have determined the porosity at that point, φ
(= Uv/U). Obviously, in order for this average to represent the porosity at
the point, we should take the smallest possible value, i.e., U = Umin. This
volume, Umin, at which the porosity value stabilizes, is estimated to be a
radius of about 50 times the pore radius (Dagan, 1989). This is the lower
bound for the size of an REV.

If, however, the porous medium domain is inhomogeneous with respect
to porosity, beyond a Umax, the value of the ratio Uv/U will rise or drop,
depending on the kind of heterogeneity that exists in the vicinity of x. The
volume of the REV, Uo, should be selected in the range, Umin ≤ Uo ≤ Umax.

When the size of U is further increased, the value of the ratio Uv/U may
stabilize, or may again rise and drop, similar to what is observed at the
microscopic level, but at a larger scale, until, at some value Umeg, a new
plateau is reached. The corresponding porosity at the megascopic scale will
then be φmeg.

In principle, the averaging process (see Subs. 1.3.3B) should be repeated
for any density (≡ extensive quantity per unit volume, also referred to as
intensive quantity) relevant to a considered problem, hoping that the same
REV can be determined for all of them. If, indeed, such a common REV
can be found, then the considered domain is regarded as a porous medium,
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in which the behavior of each phase and component can be described as a
continuum at the macroscopic level.

As we shall see throughout this book, the core of any model that describes
the transport of an extensive property (e.g., mass, mass of a component, en-
ergy and momentum) in a considered domain, is the balance of that quantity
at a point, meaning within a small volume centered at the point. When writ-
ten per unit volume of the domain, this balance takes the form of a partial
differential equation (PDE). At the microscopic level, i.e., within a phase,
this volume is the μREV, and the PDE describes the (instantaneous) bal-
ance of that quantity as it accumulates within the μREV. This accumulation
is a consequence of the net inflow of the considered quantity (by advection
and diffusion) and the rate of its production, per unit volume of the μREV
centered at the point. Since averaging is actually an integration operation
(dividing the result by the volume over which the integration has been per-
formed), and averaging a sum is equal to the sum of averages, the averaged
equation is obtained by averaging each term in the equation over the μREV
centered at the point.

Once we have the balance equation at the microscopic level, we can average
it to obtain its macroscopic counterpart. Bear and Bachmat (1990) describe
the methodology of averaging a partial differential equation.

An important example of deriving an averaged equation is the derivation
of the averaged momentum balance equation for a fluid that moves in the void
space of a porous medium. The movement of a Newtonian fluid is described
by the Navier-Stokes equation (see most textbook on Fluid Mechanics). This
description of motion is at the microscopic level. As stated earlier, solving
problems of flow in porous medium domains at this level is impractical, as
we cannot describe the fluid-solid interface that bounds this flow domain.
The construction of a continuum model at the macroscopic level is called for.
Accordingly, the averaging procedure is applied to the Navier-Stokes equa-
tion (e.g., Bear and Bachmat, 1990), in order to find its macroscopic scale
counterpart. Often, the averaged expressions become rather complicated, and
various simplifying assumptions have to be introduced in order to eventually
reach a relatively simple form of the averaged equation. For example, subject
to certain simplifying assumptions, the averaged Navier-Stokes equation is re-
duced to Darcy’s law. The averaged equations always contain coefficients that
incorporate the information on the detailed configuration of the solid-fluid
microscopic boundaries that we have been trying to avoid. For example, in
Darcy’s law the permeability is such a coefficient. Although these coefficients
have rigorous definitions and structure, their numerical values for particu-
lar porous media can be obtained only experimentally. In Subs. 1.3.5, the
homogenization technique is utilized to derive some of the above-mentioned
results.
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C. Macroscopic heterogeneity

We have already introduced the option of smoothing out heterogeneity at
the macroscopic level, in order to obtain the description of phenomena at
the megascopic level (which may still be heterogeneous). In this case, the av-
eraging is performed over a representative macroscopic volume (abbreviated
RMV). The characteristic size, �∗, of this volume, is constrained by

d∗ � �∗ � L, (1.3.14)

where d∗ is a length characterizing the macroscopic heterogeneity that we
wish to smooth out, and L is a length characterizing the porous medium
domain. In fact, the features of the REV listed in Subs. 1.3.4B, as well as
the constraints imposed on its size, may, at least in principle, be repeated
also here, replacing the terms ‘microscopic’ and ‘macroscopic’ by the terms
‘macroscopic’ and ‘megascopic’, respectively. Obviously, the length scale of
heterogeneity at the megascopic level will be much larger than that corre-
sponding to the macroscopic one.

Similar to what happens at the microscopic-to-macroscopic smoothing,
here also, the information about the heterogeneity at the macroscopic level
appears at the megascopic one in the form of various coefficients that reflect
the effect of the actual spatial distribution of the (geometrical) parameters at
the macroscopic level on various phenomena of transport. In practice, when
we consider field-scale problems, we use the same models as we use for the
description of phenomena of transport (e.g., flow of water) at the macroscopic
level, but we interpret the coefficients and the variables as average values over
an RMV. The only measurable quantities is piezometric head and concentra-
tions. Eventually, we use this data with an inverse approach to determine the
values of field coefficients and their spatial variability.

Consider the case of lenses of one material embedded in a domain com-
posed of another material (Fig. 1.3.3); silt lenses in a sandy domain may
serve as an example. Let the lenses be of dimensions that are much smaller
than the characteristic length of the domain, L, i.e., L1, L2 � L, and be
randomly distributed in space. Since we do not know the detailed spatial
distribution of the lenses, we wish to replace the real heterogeneous domain
by a homogeneous one without the lenses. We achieve this goal by defining
a representative macroscopic volume (abbreviated as RMV), which is much
larger than the scale of heterogeneity at the macroscopic level (i.e., that of
variations in permeability, say, spacing between lenses) and averaging over it.
By doing so, the permeability of the (macroscopic level) lenticular structure
of heterogeneity is replaced by that of an equivalent fictitious homogeneous
material having some average, or effective, permeability that is anisotropic
at the megascopic scale, with higher permeability in the direction parallel to
the lenses. The effective permeability has to be determined by an appropri-
ate field experiment. In Sec. 7.5, in connection with contaminant transport,
we shall discuss how such a domain can be modeled as a ‘dual continuum’
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L1

L2Clay lens
(K2 < K1)

K1

L
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A representative 
macroscopic volume (RMV)

Figure 1.3.3: An inhomogeneous aquifer treated as an equivalent homoge-
neous one using Representative Macroscopic Volume averaging.

(or ‘double porosity’) model. If the lenses are non-uniformly distributed, av-
eraging will lead to an equivalent heterogeneous domain at the megascopic
scale.

1.3.5 Homogenization

Although the volume averaging technique discussed above has been widely
used (mostly conceptually) for the passage from the microscopic level to the
macroscopic one, and from the macroscopic to the megascopic one, let us in-
troduce another technique that is generally acknowledged to be more appro-
priate for handling multiple-scale heterogeneity. This technique is known as
the mathematical theory of homogenization, a term coined by Babus̆ka (1975,
1976-1977). Since the 1970s, this technique has been applied to a range of
physical problems that involve composite materials, heterogeneous geological
media, and porous media (Bensoussan et al., 1978; Sanchez-Palencia, 1974,
1980; Lions, 1981; Bakhvalov and Panasenko, 1989; Jikov et al., 1994; Mikelic,
2000).

Briefly, homogenization is a mathematical technique applied to differen-
tial equations that describe physical phenomena associated with a domain
exhibiting heterogeneities and/or geometrical features at two scales or more.
Figure 1.3.4 shows an illustration of such case. The microscopic (pore) scale,
and the macroscopic scale may serve as an example. By homogenization,
we obtain a domain which is more homogeneous, at least locally. The co-
efficients, which characterize this ‘homogenized’ medium, are referred to as
‘homogenized’, ‘equivalent’, or ‘effective’. In the process of homogenization,
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(a) (b)

(c)(d)

Figure 1.3.4: A porous medium with multiple scales. (a) Scale 1: effective
porous medium of a layered formation; (b) Scale 2: a homogeneous porous
medium; (c) Scale 3: a dual porosity medium; (d) Scale 4: viscous flow in
fracture.

each equation is separated into a number of equations, each addressing the
dominant physical phenomena at one of the scales.

Suppose we wish to investigate (1) the microscopic flow of a viscous fluid
in a given pore geometry, described by Navier-Stokes equations, (2) the flow
at the macroscopic scale, where Darcy’s law is valid, without being inter-
ested in the detailed flow within the pores, or, (3) a layered porous medium,
and our interest lies in finding an ‘equivalent hydraulic conductivity’ at the
megascopic scale. These are three problems at three different scales. In prin-
ciple, this process of upscaling may continue indefinitely for whatever scale-
dependent physical features exist in the porous medium domain. Different dif-
ferential equation systems are set up to model the dominant flow at each scale.
These constructed physical/mathematical models are correlated—whatever
happens at the smaller scale is carried over to the larger scale in the form of
lumped coefficients that appear in the differential equations corresponding to
that scale. In this way, the homogenization technique permits the simultaneous
examination of processes taking place at multiple scales. This is the strength
of the homogenization method. On the other hand, in most cases, we are not
interested in what is happening at the smaller scale. In such case, similar
to the volume averaging approach, homogenization is applied to smooth out
the smaller scale features that, anyway, are of no practical interest. Once the
macroscopic model is constructed, the microscopic model is discarded; only
the (single scale) macroscopic (or megascopic) model is used for applications.

A key to the application of the homogenization theory is the existence of a
periodic structure. This condition is needed for a rigorous mathematical proof
of the existence and uniqueness of the solution. Physically, this means a struc-
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Figure 1.3.5: A domain Ω containing periodic cells Y with period �; �/L� 1.

ture based on a repeated pattern, e.g., a certain form of stacking of grains, or
of alternating layers of different materials. Figure 1.3.5 illustrates a domain
of size L containing a periodic pattern, with � denoting the period. This pat-
tern could be the packing of spheres in a porous media, or the embedding of
particles or fibers in a composite material. For the homogenization theory to
be applicable, it is necessary that the ratio ε(= �/L) be a small parameter.
In fact, the homogenization seeks the asymptotic solution in the limit ε→ 0.
For multiple scale domains, such as the one shown in Fig. 1.3.4, we can define
several scales L� �1 � �2 � . . . , with ε1(= �1/L), ε2(= �2/�1), . . .� 1.

In what follows, we shall present an example of homogenization in one
spatial dimension, involving an ordinary differential equation exhibiting a
two-scale characteristic. The considered (elliptic-type) differential equation,
with a variable coefficient, is

d

dx

[

aε(x)
duε(x)
dx

]

= 0, 0 ≤ x ≤ L. (1.3.15)

It is subject to the boundary conditions

uε(0) = 0, and uε(L) = 1. (1.3.16)

Here, L is the length of the domain of interest, considered as the large scale.
Within the considered domain, there exist repeated small scale features of
size �, introduced through the functional relation of the coefficient aε, and
ε = �

L � 1.
As a consequence, the solution uε depends also on ε; the superscript is

used to emphasize this fact. We shall demonstrate below that even if the
variations in the coefficient aε are large, expressed in terms of large amplitude
fluctuations, their effect on the solution of the differential equation is small;
it is of the order O(ε) only! In fact, the purpose of homogenization is to seek
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Figure 1.3.6: Solution of (1.3.15) with a rapidly fluctuating coefficient: (a) a
plot of aε as (1.3.18), with ε = 0.1, in which the dashed line indicates the
‘effective coefficient’ ao in (1.3.39); and (b) the solution (1.3.19) for uε.

the asymptotic solution as ε→ 0,

u(x) = lim
ε→0

uε(x). (1.3.17)

To demonstrate this feature, and to validate the result of homogenization,
we shall use an example for which we can obtain an exact solution.

In the present example, without loss of generality, we shall assume L = 1,
and hence � = ε. Let us assume that aε is a periodic function, with period ε,

aε(x) =
1

1 + 2 sin2 πx
ε

. (1.3.18)

For a small ε, say, ε = 0.1, this coefficient is plotted as Fig. 1.3.6a, where we
observe ‘rapid’ fluctuations (small period) with a large amplitude.

Before applying the homogenization technique, it would be instructional
to examine the exact solution of the problem represented by (1.3.15) and
(1.3.16). For 1/ε an integer, this solution is

uε(x) =

∫ x

0
dx
aε(x)

∫ 1

0
dx
aε(x)

=
4πx− ε sin 2πx

ε

4π − ε sin 2π
ε

= x− ε

4π
sin

2πx
ε

, (1.3.19)

plotted as Fig. 1.3.6b for ε = 0.1. As observed in the figure, and also in
(1.3.19), the solution consists of two parts: a slowly varying part (linear),
with rapidly fluctuating, small amplitude ‘ripples’ superposed on top. Indeed,
the magnitude of the ‘disturbance’ in the solution, caused by the fluctuat-
ing coefficient aε, is controlled not by the coefficient’s amplitude, but by its
period, which is small.

As emphasized earlier, homogenization requires the existence of two scales.
At the larger scale, we denote the domain of size L (≡ 1 in the current case) as
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Ω, and use the coordinate system 0 ≤ x ≤ 1. At the small scale, characterized
by the periodic cells of size � (≡ ε) (see Fig. 1.3.5 for a two-dimensional
conceptualization), we denote the repeated domain as Y , and use the scaled
coordinate

y =
x

ε
, (1.3.20)

such that 0 ≤ y ≤ 1 in a Y -cell.
With the above definition, we now express the coefficient aε, defined in

(1.3.18), as

aε(x) = a(y) =
1

1 + 2 sin2 πy
. (1.3.21)

For uε(x), we can express it as a two-scale function, u(x, y), and expand it
into a power series in terms of the small parameter, ε,

uε(x) = u(x, y) = u(o)(x, y) + εu(1)(x, y) + ε2u(2)(x, y) + . . . (1.3.22)

This is known as the perturbation technique (Nayfeh, 2000). Substituting the
above expression into (1.3.15), and applying the chain rule

d

dx
=

∂

∂x
+

1
ε

∂

∂y
, (1.3.23)

to the two-scale functions, we can expand and separate the resulting equation
into several equations, each corresponding to the same power of ε:

O(ε−2) :
∂

∂y

[

a(y)
∂u(o)(x, y)

∂y

]

= 0, (1.3.24)

O(ε−1) :
∂

∂x

[

a(y)
∂u(o)(x, y)

∂y

]

+
∂

∂y

[

a(y)
∂u(o)(x, y)

∂x

]

+
∂

∂y

[

a(y)
∂u(1)(x, y)

∂y

]

= 0, (1.3.25)

O(ε0) :
∂

∂x

[

a(y)
∂u(o)(x, y)

∂x

]

+
∂

∂x

[

a(y)
∂u(1)(x, y)

∂y

]

+
∂

∂y

[

a(y)
∂u(1)(x, y)

∂x

]

+
∂

∂y

[

a(y)
∂u(2)(x, y)

∂y

]

= 0,

(1.3.26)

and higher order equations. The boundary conditions (1.3.16), are assigned
to the leading terms, such that the higher order terms take the null boundary
conditions:

u(o)(0, y) = 0, u(o)(1, y) = 1; u(1)(0, y) = u(1)(1, y) = 0;
u(2)(0, y) = u(2)(1, y) = 0; . . . (1.3.27)
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Also, the periodicity of the Y -cells requires that

u(1)(x, 0) = u(1)(x, 1); u(2)(x, 0) = u(2)(x, 1); . . .

∂u(1)(x, y)
∂y

∣

∣

∣

∣

y=0

=
∂u(1)(x, y)

∂y

∣

∣

∣

∣

y=1

;

∂u(2)(x, y)
∂y

∣

∣

∣

∣

y=0

=
∂u(2)(x, y)

∂y

∣

∣

∣

∣

y=1

; . . . (1.3.28)

A quick inspection of the O(ε−2)-equation, (1.3.24), shows that

u(o)(x, y) = u(o)(x) (1.3.29)

is an admissible solution. Based on a theorem of existence and uniqueness
presented in Subs. 4.2.3, as shown in (4.2.67) and the bounding condition
below it, (1.3.29) is, in fact, the only admissible (unique) solution of (1.3.24).

With the condition expressed by (1.3.29), the O(ε−1)-equation, (1.3.25),
can be simplified to

∂a(y)
∂y

∂u(o)(x)
∂x

+
∂

∂y

[

a(y)
∂u(1)(x, y)

∂y

]

= 0. (1.3.30)

To solve this equation, we assume the existence of a Y -periodic function w(y),
satisfying

∂a(y)
∂y

+
∂

∂y

[

a(y)
∂w(y)
∂y

]

= 0. (1.3.31)

Comparing (1.3.31) with (1.3.30), and realizing that ∂u(o)/∂x is not a func-
tion of y, it can easily be shown that

u(1)(x, y) = w(y)
∂u(o)(x)

∂x
+ f(x), (1.3.32)

where f(x) is an arbitrary function of x. Equation (1.3.32) can be differenti-
ated with respect to y, yielding

∂u(1)(x, y)
∂y

=
∂w(y)
∂y

∂u(o)(x)
∂x

. (1.3.33)

We can solve (1.3.31) with the periodicity condition w(0) = w(1), to obtain

w(y) =

∫ y

0
dy
a(y)

∫ 1

0
dy
a(y)

− y + c, (1.3.34)

where c is an arbitrary additive constant.
We now turn to the O(ε0)-equation, (1.3.26). Integrating it with respect

to y over a Y -cell, i.e., from y = 0 to 1, we observe that due to the periodicity
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property, (1.3.28), the integration of the last two terms in (1.3.26) vanishes:

∫ 1

0

∂

∂y

[

a(y)
∂u(1)(x, y)

∂x

]

+
∂

∂y

[

a(y)
∂u(2)(x, y)

∂y

]

dy

= a(y)
∂u(1)(x, y)

∂x

∣

∣

∣

∣

1

y=0

+ a(y)
∂u(2)(x, y)

∂y

∣

∣

∣

∣

1

y=0

= 0. (1.3.35)

We substitute (1.3.33) for the first two terms in (1.3.26), to obtain

∂

∂x

[

a(y)
∂u(o)(x)

∂x

]

+
∂

∂x

[

a(y)
∂u(1)(x, y)

∂y

]

=
∂

∂x

[

a(y)
(

1 +
∂w(y)
∂y

)

∂u(o)(x)
∂x

]

. (1.3.36)

After integrating the right hand side of the above expression over the Y -cell,
(1.3.26) becomes

d

dx

[

ao
du(o)(x)

dx

]

= 0, ao =
∫ 1

0

a(y)
(

1 +
∂w(y)
∂y

)

dy. (1.3.37)

With the substitution of (1.3.34), we obtain

ao =
1

∫ 1

0
dy
a(y)

. (1.3.38)

Hence ao lumps the details of the periodic cell; it is a new coefficient for the
‘homogenized’ differential equation (1.3.37). By inserting the actual expres-
sion for a(y) appearing in (1.3.21) into the above equation, we obtain

ao =
1
2
. (1.3.39)

This value is plotted as the dashed line in Fig. 1.3.6a.
We are now ready to solve the homogenized equation, (1.3.37). With the

boundary condition u(o)(0) = 0 and u(o)(1) = 1, as given in (1.3.27), equation
(1.3.37) can be solved to yield

u(o)(x) = x. (1.3.40)

As observed in Fig. 1.3.6b, the above linear term is exactly the anticipated
large scale behavior.

Due to the simplicity of the one-dimensional problem, this result may look
trivial. However, we can examine the next quantity of interest, the ‘flux’,

qε = −aε du
ε

dx
. (1.3.41)
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This term often has a physical meaning, e.g., the heat flux in the case of
thermal conduction, or the specific discharge in porous medium flow. Using
(1.3.18) and (1.3.19) in (1.3.41), we find that

qε = −1
2
. (1.3.42)

This behavior is not obvious from the coefficient aε (see also Fig. 1.3.6a).
The homogenization process, however, correctly captures this behavior by
providing the effective coefficient ao as in (1.3.38), and in (1.3.39), such that

qo = −ao du
(o)

dx
= −1

2
. (1.3.43)

Just as expected, the solutions (1.3.40) and (1.3.43) are independent of ε,
because these are the asymptotic solutions of uε and qε as ε→ 0.

Following the same procedure, we can find the solution of higher order
terms. The first order asymptotic expansion term, u(1), is obtained from
(1.3.32) and (1.3.34), together with the boundary conditions (1.3.27) and
(1.3.28), in the form

u(1)(y) = − 1
4π

sin(2πy). (1.3.44)

This term can be compared with the second term of the exact solution
(1.3.19). Hence the term εu(1) in (1.3.22) is a rapidly fluctuating term, with
period ε = �/L, and amplitude of order O(ε). This term is needed only if ε
is of intermediate scale. Its effect vanished as ε→ 0.

The above analysis, carried out for a one-dimensional problem, presents the
essentials of the homogenization procedure. Let us reiterate a few important
points and conclusions.

• Homogenization models require the assumption of periodicity at the
smaller scale (Fig. 1.3.6a). Although this requirement may be viewed as a
restriction, as natural materials are not periodic, This assumption provides
the necessary boundary condition for a rigorous mathematical analysis, en-
suring the existence and uniqueness of the solution. This theoretical closure
(≡ existence and uniqueness theorem) of the mathematical problem is the
strength of the homogenization theory.

• We have demonstrated that in a problem that involves two (or multiple)
scales, the asymptotic expansion procedure, which is the basic tool of the
homogenization technique, allows us to separate the governing equation
into a number of scales, each governing the process at a specified scale.
The periodic assumption allows the smaller scale effects to be averaged (=
integrated) to produce lumped (or effective) coefficients.

• The small scale feature is unlikely to be truly periodic; the periodicity,
introduced in order to facilitate homogenization, should be regarded as a
conceptual model.
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In Chapter 4, the homogenization technique will be used to derive the
(macroscopic) Darcy’s law from the (microscopic) law governing viscous flow
in the void space (Subs. 4.2.2), and the equivalent anisotropic hydraulic con-
ductivity at the megascopic scale for a layered formation (Subs. 4.2.3).

1.4 Scope and Organization

At the beginning of this chapter, we introduced the ‘problems’ that are of
interest to groundwater hydrologists and managers: water flow, and contam-
inant transport in both the saturated and the unsaturated zones. In both
cases, models provide management with information that is essential to de-
cision making, e.g., water levels and solute concentrations, to be expected
if certain management decisions will be implemented. We have limited the
presentation to isothermal conditions, although, under certain circumstances,
(man-made, or naturally occurring) temperature variations may have a sig-
nificant influence on the flow and solute transport regimes in the subsurface.

With the above in mind, Chapter 1 introduces groundwater within the
hydrological cycle, and outlines the role of aquifers within the framework of
a water resources system. Since the models discussed in this book visualize
the porous medium as a continuum, we also explain how the complex solid-
fluid(s) domain, called ‘a porous medium’, is transformed into a continuum.

Chapter 2 Presents the definition and classification of aquifers and intro-
duces the hydraulic approach, based on the assumption of ‘essentially hor-
izontal flow’, as an important and practical mode of modeling employed in
many cases in practice.

Chapter 3 reviews the regional groundwater balance and its components.
Both natural and man-introduced components are considered. In each case,
both the quantity and the quality of the water are discussed.

Chapter 4 is devoted to the basic equation of groundwater motion—
Darcy’s law. First, the equation for three-dimensional flow is introduced.
Then, the integrated equations for flow in confined and phreatic aquifers
are developed and discussed. In doing so, the transmissivity, as an aquifer
parameter, and the Dupuit assumption, as a good approximation, are intro-
duced in connection with the hydraulic approach to flow in aquifers. The
basic motion (or Darcy’s) equation is extended to inhomogeneous fluids and
to inhomogeneous and anisotropic aquifers.

Chapter 5 leads to complete saturated flow models. It introduces the def-
initions of specific storativity and aquifer storativity, and employs these co-
efficients to construct mass balance equations for flow in three-dimensional
domains. Then, models based on the concept of ‘essentially horizontal flow’
are developed for confined, phreatic, and leaky aquifers by integrating the
three-dimensional flow model over the vertical thickness of the aquifer. It is
shown how, by doing so, the phreatic and other upper and lower boundary
conditions are incorporated as source terms in the equations. Following a
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discussion of boundary and initial conditions, the structure of the complete
mathematical statement of any groundwater flow problem is presented.

Upon reaching this point, the reader should be able to state, correctly
and completely, any problem of groundwater flow in an aquifer, in terms of a
partial differential equation and appropriate initial and boundary conditions.

Chapter 6 presents flow in the unsaturated zone. This is an important
subject as aquifer replenishment takes the form of unsaturated downward
flow, and because of the transport of pollutants with this downward flow.
The discussion leads to complete well-posed flow models.

Chapter 7 presents a comprehensive discussion on the transport and ac-
cumulation of chemicals in the subsurface. The main new feature here is the
phenomenon of hydrodynamic dispersion. The general mass balance equation
for a chemical species, often a contaminant, is developed for both saturated
and unsaturated flow. Following a discussion on boundary and initial con-
ditions, the complete, mathematical statement of the problem of movement
and accumulation of a chemical species is presented. The discussion includes
the effects of sources and sinks of chemical species, due to such phenomena
as adsorption, dissolution, volatilization, and chemical reactions, under both
chemical equilibrium and kinetic conditions.

Chapter 8 reviews numerical solution techniques for solving the flow and
transport models presented in Chaps. 5, 6 and 7. The objective is to present
an introduction to the fundamentals and methodologies of constructing nu-
merical flow and transport models and solving them by using computer pro-
grams (‘codes’). A brief introduction is presented to some of the more com-
monly used codes.

Chapter 9 deals with the important problem of seawater intrusion into
coastal aquifers, as a consequence of over-exploitation. The discussion leads
to complete models that describe this phenomenon. Two approaches are dis-
cussed: one that visualizes seawater and freshwater as two immiscible fluids
separated by a sharp interface, and another one that regards seawater and
freshwater as a single liquid with variable concentrations of dissolved salts
and, thus, having a variable density. Some comments are made on the issue
of management of a coastal aquifer.

Chapter 10 reviews the issues of uncertainty associated with modeling.
Sources of uncertainty are examined. The basic definitions of a stochastic
process and tools for its analysis, such as sensitivity analysis, kriging, Monte
Carlo and perturbation methods, are introduced.

Chapter 11 serves as an introduction to the management of groundwa-
ter. It discusses the management issues involved, and then introduces tools
that can be used by managers for quantitative predictions. Several optimiza-
tion methodologies, including the constrained linear programming, the un-
constrained gradient search, the genetic algorithm, optimization under un-
certainty, and multiobjective optimization, are introduced. Inverse problems,
particularly problems of parameter estimation, are also presented.



Chapter 2

GROUNDWATER AND AQUIFERS

2.1 Definitions of Aquifers

Subsurface water, or groundwater, is a term used to denote all the waters
found beneath ground surface. However, groundwater hydrologists, who are
primarily (but not exclusively) concerned with the water contained in the
zone of saturation (Subs. 1.1.1), often use the term ‘groundwater’ to denote
water in only this zone. In this book, we adhere to this definition, using
the term subsurface water to denote all the water below ground surface.
Practically, all groundwater can be regarded as part of the hydrological cycle
(Fig. 1.1.1; or see any textbook on Hydrology). Very small amounts, however,
may enter the cycle from other sources (e.g., magmatic water).

Aquifer. Todd (1959) traces the term ‘aquifer’ to its Latin origin: aqui
comes from aqua, meaning “water”, and fer, from ferre, meaning “to bear”.
Thus, an aquifer is a term used for a porous geological formation that (1)
contains water at full saturation (i.e., the entire interconnected void space is
filled with water), and (2) permits water to move through it under ordinary
field conditions. This means that whether a geological formation can be des-
ignated as an aquifer, or not, depends on its ability to store and transmit
water relative to other formations in the vicinity. Other terms often used are:
groundwater reservoir (or basin) and water bearing zone (or formation).

Aquitard. This is a semipervious geologic formation that transmits
water at a very low rate compared to an aquifer. However, the term should
not be used just for any low permeability formation. Instead, the term is
restricted to describe a semipervious layer which (1) is thin relative to the
thickness of the aquifer underlying or overlying it, (2) has a permeability that
is much smaller than that of such an aquifer, and (3) extends over relatively
large horizontal areas. In spite of its relatively low permeability, over such
large (horizontal) areas, it may permit the passage of large quantities of
water between the aquifers that are separated from each other by it. It is
often referred to as a semipervious formation or a leaky formation.

Aquifuge. This is a rarely used term that describes an impervious for-
mation, which neither contains nor transmits water.
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(a)

(b)

(c)

(d)

(e)

(f )

Figure 2.1.1: Diagram showing types of rock interstices: (a) Well-sorted sed-
imentary deposit having high porosity; (b) Poorly sorted sedimentary de-
posit having low porosity; (c) Well-sorted sedimentary deposit consisting of
porous pebbles, so that the deposit as a whole has a very high porosity; (d)
Well-sorted sedimentary deposit whose porosity has been diminished by the
deposition of mineral matter in the interstices; (e) Rock rendered porous by
solution; and (f) Rock rendered porous by fracturing (after Meaner, 1942).

The solid portion of a rock formation is called the solid matrix. The portion
of the rock formation which is not occupied by solid matter is the void space
(or pore space) (Sec. 1.3). In general, the void space may contain in part a
liquid phase (water), and in part a gaseous phase (air). Only connected inter-
stices can act as elementary conduits within the formation. Figure 2.1.1 shows
several types of rock interstices. These may range in size from huge limestone
caverns to minute subcapillary openings in which water is held primarily by
adhesive forces. The interstices of a rock formation can be grouped in two
classes: original interstices (mainly in sedimentary and igneous rocks) created
by geological processes at the time the rock was formed, and secondary inter-
stices, mainly in the form of fissures, joints, and solution passages developed
after the rock was formed.

2.2 Moisture Distribution in Vertical Soil Profile

The subsurface is a porous medium (see definition in Sec. 1.3) comprised of
a solid matrix and a void space. The latter is filled with one or more fluids.
The term subsurface water has been used to designate all water present in
the soil below ground surface. Usually, this term refers only to liquid water.
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Figure 2.2.1: Subsurface moisture zones (after Bear, 1979).

When we are interested in the movement of fluids and contaminants, the term
subsurface fluids will, usually, be used to refer to fluids (liquids and gases)
in the interconnected part of the void space, through which fluid motion can
take place.

The soil beneath ground surface may be divided vertically into a number of
essentially horizontal zones, according to the proportion of the void space that
is filled with water. Figure 2.2.1 provides a convenient schematic description
for a homogeneous soil. We note two major zones:

• The saturated zone, in which the entire void space is occupied by water.
• The unsaturated zone (also referred to as the zone of aeration, or the

vadose zone), where only part of the void space is occupied by water, the
remainder being occupied by a gaseous phase, air. The behavior of water
in this zone is discussed in Chap. 6.

A nonaqueous liquid phase may occupy part of the void space in both
zones (see Subs. 1.1.5E).

Water (e.g., from precipitation and/or irrigation) infiltrates through ground
surface, moves downwards, primarily under the influence of gravity, and ac-
cumulates above some impervious bedrock, completely saturating all the in-
terstices of the rock formation. This is the saturated zone. Wells, springs, and
effluent streams act as outlets of water from this zone. The saturated zone
in Fig. 2.2.1 is bounded from above by a water table, or phreatic surface.
We shall see below that under different circumstances, the upper boundary
of a saturated zone can be an impervious one. The phreatic surface will be
discussed in detail in Sec. 4.5. At this time, let us define it as the imaginary
surface at all points of which the pressure is atmospheric. In Fig. 2.2.1, this
surface is revealed by the level at which water stands in a well just penetrating
the aquifer. When the flow in an aquifer is essentially horizontal, the depth
of the observation well’s screen below the water table is immaterial. Actu-
ally, as will be shown in Subs. 6.1.8, full saturation (or almost so) extends
a certain distance above the water table, depending on the type of soil. The
unsaturated zone can further be divided into three subzones: the soil water
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zone, or the root zone, close to ground surface, the intermediate zone, and
the capillary zone (or capillary fringe), immediately above the water table.

The upper part of the unsaturated zone is called soil water zone. It extends
downward through the root zone. Vegetation depends on water in this zone,
as plants require both air and water. The moisture distribution in this zone
is strongly affected by conditions at ground surface, i.e., seasonal and diurnal
fluctuations of precipitation, irrigation, air temperature, and humidity. It is
also affected by the presence of a shallow water table. When the water table
of the aquifer is deep, it does not affect the moisture distribution in this zone.
Water in this zone moves downward during infiltration (e.g., from precipita-
tion, flooding of ground surface or irrigation), and upward by evaporation
and plant transpiration. Temporarily, during a short period of excessive in-
filtration, the soil in this zone may be almost completely saturated.

After an extended period of gravity drainage, without additional supply of
water at ground surface, the amount of moisture remaining in the soil is called
field capacity (see Subs. 6.1.9). Below field capacity, the soil contains water
in the form of continuous thin films on the soil particles and menisci between
them, held by surface tension. Water in these films is moved by capillary
action and is available to plants. Below some moisture content, called the
hygroscopic coefficient (= maximum moisture which an initially dry soil will
adsorb when brought in contact with an atmosphere of 50% relative humidity
at 20◦C), the water in the soil is called hygroscopic water. It also forms very
thin films of moisture on the surface of soil particles, but the adhesive forces
are very strong, so that this water is unavailable to plants.

The intermediate zone extends from the lower edge of the soil water zone
to the upper limit of the capillary fringe (see below). Its thickness depends
on the depth of the water table below ground surface; it does not exist when
the water table is high, in which case the capillary fringe may extend into the
soil water zone, or even to ground surface. Temporarily, during replenishment
periods, water moves downward through this zone as gravitational water.

The capillary fringe (Subs. 6.1.8) extends from the water table up to the
limit of the capillary rise of water. Its thickness depends on the soil properties
and on the homogeneity of the soil, mainly on the pore size distribution. The
capillary rise ranges from practically nothing in coarse material, to as much
as 2 m to 3 m and more in fine materials (e.g., clay). Within the capillary
fringe there is a gradual decrease in moisture content with height above the
water table. Just above the water table, the pores are practically saturated.
Moving higher, only the smaller connected pores contain water. Still higher,
only the smallest connected pores are filled with water. Hence, the upper limit
of the capillary fringe has an irregular shape. For practical purposes, some
average smooth surface is taken as the upper limit of the capillary fringe,
such that below it the soil is assumed practically saturated (say > 75%).

In most regional groundwater studies, the capillary fringe is much thinner
than the thickness of the saturated zone and is, therefore, disregarded. The
phreatic surface then serves as the upper bound of the saturated zone.
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Within a homogeneous unsaturated zone, in the absence of infiltration or
evaporation, the moisture content generally decreases gradually with height
above the phreatic surface. Infiltration will cause saturation to rise temporar-
ily as ground surface is approached. In many cases, the spatial variability in
soil properties is the dominant factor in determining the distribution of mois-
ture content, with regions of fine soils having a higher moisture content, while
those of coarse materials having a low moisture content.

Numerous complications are introduced into the schematic moisture dis-
tribution described here by the large variability in pore sizes, by the presence
of layers of different permeability, and by the temporary movement of infil-
trating water. All these subjects will be discussed in detail in Chap. 6

Note that although, traditionally, water in the intermediate zone was re-
ferred to as ‘vadose water’, in recent years, the term ‘vadose zone’ is often
used to denote the ‘unsaturated’ zone, i.e., the zone between ground surface
and the underlying phreatic surface.

2.3 Classification of Aquifers

The term aquifer was introduced in Sec. 2.1. Let us now introduce the defi-
nitions of specific aquifer types.

The piezometric head and the piezometric surface will be defined in
Subs. 4.1.1. At this point, the former will be defined as the water eleva-
tion at a well that has a screened portion at a point within an aquifer. By
measuring the piezometric heads at a number of spatially distributed obser-
vation wells, tapping the same aquifer, especially with essentially horizontal
flow, we obtain a contour map that defines a surface called the piezometric
surface. The elevation of this surface at a point in the horizontal plane gives
the piezometric head in the aquifer at that point. The phreatic surface is also
a piezometric surface (just think of observation wells with screens just below
the water table).

In what follows, the location of the piezometric surface will be used in the
classification of aquifers.

A confined aquifer (Fig. 2.3.1a) is one that (1) is bounded from above
and from below by impervious formations, and (2) the water pressure in it is
such that the level of water in a well that is open in it will be at, or will rise
above the upper impervious bounding surface. In other words, the piezometric
surface of a confined aquifer is above the latter’s impervious ceiling.

An aquifer that is bounded from above by a phreatic surface (as in
Fig. 2.3.1b) is called a phreatic aquifer, or an unconfined aquifer. For an
aquifer with essentially horizontal flow, the water table is also the piezomet-
ric surface of the aquifer. A special case of a phreatic aquifer is the perched
aquifer (Fig. 2.3.1c). This is a phreatic aquifer of limited areal extent, formed
on a semipervious, or impervious, layer that is present between the persistent
water table of a phreatic aquifer and ground surface. A perched aquifer may
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Figure 2.3.1: (a) Confined aquifer. (b) Phreatic aquifer. (c) Perched aquifer.
(d) Leaky aquifer.

exist only for a limited period of time, seasonal or ephemeral, as its water
drains into the underlying phreatic aquifer.

A leaky phreatic aquifer, shown in Fig. 2.3.1d, is a phreatic aquifer
that is bounded from below by a semipervious layer, usually referred to as
an aquitard. The latter was defined in Sec. 2.1.

A leaky confined aquifer is a confined aquifer, except that one or both
confining layers are aquitards, through which leakage may take place. Figure
2.3.1d shows the two kinds of a leaky aquifer.

Figure 2.3.2 shows several aquifers and observation wells. Also indicated
are the phreatic surface of aquifer A and the piezometric surfaces of aquifers B
and C. The upper phreatic aquifer, A, is underlain by two confined aquifers,
(B and C). In the recharge area, aquifer B becomes phreatic. Portions of
aquifers A, B, and C are leaky, with directions and rates of leakage determined
by the elevations of the piezometric surface in each of these aquifers. The
boundaries between the various confined and unconfined portions may vary
with time, as a result of fluctuations in the piezometric surfaces.

Because, in zones with non-horizontal flow, the piezometric head may vary
along the vertical, it is important that the screened portion of a piezometer
be made relatively short. A well with an elongated screen, will provide a
piezometric head that cannot be assigned to a specific point. In fact, when
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Figure 2.3.2: Types of aquifers.

different screens on the same casing are located at points that have different
piezometric heads, flow will take place through the casing from high to low
piezometric heads, thus creating a new flow regime. When such screens are
located within different aquifers, they constitute conduits that enable flow
between these aquifers.

2.4 Solid Matrix Properties

2.4.1 Soil classification based on grain size distribution

Soils are composed of mineral particles, or grains, that may have a broad
range of sizes. The grain size distribution is an important characteristic of a
soil, as it affects soil properties such as permeability to fluids, and retention of
fluids in the case of multiple phases. It also affects various chemical properties
that depend on the surface area of the mineral particles. Soil particles are
divided into classes referred to as size separates. A number of organizations
have defined various standards for size-separate classes. Figure 2.4.1 shows
the classification used by the American Society of Testing Materials (ASTM),
the US Department of Agriculture (USDA), and the International Soil Science
Society (ISSS). In all systems, the primary classes are: cobbles, gravel, sand,
silt, and clay. The upper limit of the clay-size separate is 0.002 mm in both
the USDA and the ISSS systems, while the range of sand size is between 0.05
and 2.0 mm.
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Laboratory measurements, involving sieve fractionation techniques for
coarse particles (sand and gravel) and sedimentation methods for fine par-
ticles (silt and clay), may be performed to determine the mass fractions in
the various size separates. The particle size distribution is often represented
as a plot of the cumulative mass fraction of the soil finer than a given size
(Fig. 2.4.2). From such a plot, it is possible to determine the median grain
size (denoted as d50), or the grain size for which a certain fraction of the
soil mass is finer than (e.g., 10% of the soil mass is finer than the diameter
d10). Such values are often useful for characterizing the soil. In many cases,
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they have been found to correlate well with various important physical soil
properties, such as permeability.

Various soil classification systems, based solely or partly on soil particle
size distribution, have been proposed and used by various organizations. The
USDA classification system is based only on the size distribution of particles
finer than 2 mm (i.e., sand, silt, and clay). Depending on the fraction of
these three size separates, the soil textural class is assigned as shown in
Fig. 2.4.3. Another system, commonly used by geotechnical and geological
engineers, is the unified soil classification (USC) method originally proposed
by A. Casagrande in 1942, and revised in 1952 by the Corps of Engineers and
the Bureau of Reclamation (Das, 1983, p. 35).

2.4.2 Porosity and void ratio

Porosity, φ, at a point in a porous medium domain, is defined as the volume
of void space per unit volume of porous medium at that point

φ(x, t) =
Uov(x, t)
Uo(x)

, (2.4.1)

where Uo and Uov are the volume of the REV centered at point x, and the void
space within the REV, respectively. The porosity depends on the texture and
structure of the soil. Soil porosity varies over a wide range of values, from less
than 30% to over 90%. Table 2.4.1 gives typical porosity values for a range
of natural materials.
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Material Porosity

Peat soil 0.6–0.8
Soils 0.5–0.6
Clay 0.45–0.55
Silt 0.4–0.5
Medium to coarse mixed sand 0.35–0.4
Uniform sand 0.3–0.4
Fine to medium mixed sand 0.3–0.35
Gravel 0.3–0.4
Gravel and sand 0.3–0.35
Glacial till 0.1–0.2

Sandstone 0.1–0.2
Shale 0.01–0.1
Limestone 0.01–0.1
Carbonate mud 0.4-0.7
Dolomite 0.001–0.15
Chalk 0.15–0.45
Fractured igneous rock 0.01–0.1
Karst limestone 0.05–0.5
Basalt 0.01-0.25

Table 2.4.1: Typical porosity of natural materials.

Sometimes, the void space is made up of two parts: an interconnected
portion, through which a fluid can move from any point to any other point
within this portion, and a non-interconnected portion. A fluid present in the
latter portion of the void space cannot leave it, except by crossing solid phase
boundaries. Because we are interested primarily in the transport of mass of
fluid phases and chemical species within the void space, unless otherwise
specified, we shall use the term porosity to indicate only the interconnected
portion of the void space. The terms interconnected porosity and effective
porosity are sometimes used for this purpose.

One should be particularly careful in using the term ‘effective porosity’,
because this term has a number of additional interpretations. For example,
in some porous media, the configuration of the (interconnected) void space is
such that most of the flow of a fluid phase takes place through only part of the
interconnected void space, with only a small fraction of the total flux taking
place through the remaining portion of the void space. We often approximate
the situation by assuming that in the latter portion of the void space, the
fluid is (practically) stationary, or immobile. This may happen, for example,
when pores have the shape of a dead-ends, or when very small pores, say
between very small grains, are mixed with very large ones. We then assume
that the fluid is practically immobile within the dead-end pores and in the
very small ones. The term ‘effective porosity’ is used to describe that part of
the total void space through which (most of the) flow takes place.

The term void ratio, e, defined as
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e(x, t) =
Uov(x, t)
Uos(x, t) =

φ

1− φ
, (2.4.2)

is used mainly in soil mechanics, with Uos denoting the volume of the solid
matrix within an REV.

The bulk density of the soil, ρb (= mass of the solid per unit volume of
porous medium), is defined as

ρb =
ms

Uo = ρs
Us
Uo = ρs(1− φ). (2.4.3)

2.4.3 Specific surface

The specific surface area, Σsv = Ssv/ms, where Ssv is the total surface area
of the solid matrix (= solid-void interface) and ms is the mass of the solid
matrix, is defined as the surface area of the solid matrix per unit mass of soil.
A typical unit is m2/g. It is a very important soil characteristic, especially
in connection with surface phenomena such as adsorption and ion-exchange
(Sec. 7.3). Fine soils, e.g., clay, are characterized by a huge value of Σsv.

To estimate Σsv, consider a soil made up of spherical particles of diameter
d. For such spheres, the area per unit mass is given by 6/ρsd, where ρs is
the mass density of the solid. For a soil composed of a number of fractions of
particle sizes, with mi denoting the mass of solid in the ith fraction, we have

Σsv =
6
ρs

∑

(i)

mi

ms

1
di
. (2.4.4)

For soil particles in the form of platelets �× �× b, the specific area is

Σsv =
2(�+ 2b)
ρs � b

, (2.4.5)

where b is the platelet thickness. For very thin platelets, Σsv ≈ 2/ρsb.
For soils made of spherical or cubical particles, with a distribution of sizes,

we can make use of the relationship

Σsv =
3(Cu + 7)
4ρs d50

, (2.4.6)

where d50 is soil particle size of 50% passing (50% of the cumulative distri-
bution curve), and Cu = d60/d10 is the soil uniformity coefficient. The above
relation assumes that the soil cumulative grain size distribution can be ap-
proximated by a straight line on a standard semi-logarithmic plot. For clayey,
plate-like particles, the above equation can be modified to

Σsv =
(2 + β)(Cu + 7)

4ρs d50
, (2.4.7)
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Soil Specific Surface (m2/g)

Montmorillonite 100–1,000
Attapulgite 140–170
Zeolite 40–140
Illite 70–100
Kaolinite 6–100
Halloysite 60–80
Chlorite 10–30
Bituminous shale 16
Coal 8
Sandstone 1–4

Limestone 1–2
Feldspar 0.1

Table 2.4.2: Specific surfaces for some soils and rocks (compiled from Kleinei-
dam et al., 1999; Santamarina et al., 2002; Yukselen and Kaya, 2006).

where β = �/b is the slenderness of particle (Santamarina et al., 2002).
Specific surfaces are normally measured by utilizing the particle’s ability

to adsorb molecules onto its surface in mono- or multiple-layers. The amount
of adsorbed substance gives an indication of the amount of surface area. The
technique can involve gas adsorption, such as nitrogen, or the adsorption
of polar liquid, such as ethylene glycol, methylene blue, etc. The specific
surface areas measured by using different techniques may not be consistent
with each other; a certain conversion may be needed (Yukselen and Kaya,
2006). Table 2.4.2 shows some specific surfaces of different soils and rocks.

2.5 Inhomogeneity and Anisotropy

In this book, unless otherwise specified, homogeneity and isotropy of a porous
medium refer to its permeability, k. In general, these terms may be applied
to other porous medium properties.

A porous medium domain is said to be homogeneous if its permeability is
the same at all its points. Otherwise, the domain is said to be heterogeneous
(or inhomogeneous). Most subsurface domains are highly heteroge-
neous. The heterogeneity of the subsurface is a consequence of the way the
latter has been shaped and reshaped over millions of years by geological pro-
cesses.

When the permeability at a considered point is independent of direction,
the medium is said to be isotropic at that point. Similar considerations apply
to the hydraulic conductivity, K, and to the transmissivity, T, of an aquifer;
in the latter case, the considered directions are only in the xy plane.

In many cases, aquifers are anisotropic, with the vertical permeability be-
ing higher than the horizontal one. This may happen, for example, when the
sediments comprising the aquifer are such (e.g., flat shaped mica particles)
that when deposited, the resulting porous medium has a higher permeabil-
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ity in one direction (usually the horizontal one, unless later tilting of the
formation occurs) than in other directions. Both sedimentation and pressure
of overlying material cause flat particles to be oriented with their longest
dimension parallel to the plane on which they settle. Later this produces
flow channels parallel to the bedding plane, which are different from those
oriented normal to this plane, thus rendering the medium anisotropic. If the
flow through a formation takes place in some predominant direction over pro-
longed periods of time, it may produce a more developed network of channels
parallel to that direction by removing fine material. In carbonate rocks, flow-
ing water may dissolve the rock, producing solution channels beginning as
very thin fissures in the direction of the predominant flow. In some soils,
structural fissures develop more readily in one direction than in others, and
the soil will exhibit anisotropy. In certain rocks, fractures produce a very
high permeability in the direction of the fractures. All these circumstances
anisotropy in permeability.

In general, we may distinguish two types of inhomogeneous aquifers:

(a) Type 1. A gradual change in transmissivity; the variable transmissivity
may be expressed as a function of the space coordinates, T = T(x, y).

(b) Type 2. Abrupt changes across well-defined surfaces of discontinuity.
Each subdomain, enclosed by boundaries of discontinuity, is homogeneous
in itself, or is heterogeneous of Type 1, discussed above, and should be
treated as such. Across the boundary of discontinuity, there is a jump
either in T, or in its derivative normal to the boundary.

Under certain conditions, an inhomogeneous domain of Type 2 may be
regarded as equivalent in its overall behavior to a (fictitious) homogeneous
one. We may treat the aquifer domain shown in Fig. 1.3.3 as homogeneous, as
long as we are interested in phenomena, say head drop between two points,
the length scale of which is much larger than lengths (L1, and L2) that char-
acterize the heterogeneity of the aquifer (Fig. 1.3.3). Homogeneity of a porous
medium is, thus, judged by comparing the length scale of the phenomenon
of interest with that of inhomogeneity, say in permeability, of the porous
medium.

An inhomogeneous material composed of alternating layers of different
textures, say low permeability silt and high permeability sand, is equivalent
in its overall behavior to a homogeneous anisotropic porous medium in which
the permeability parallel to the layers is larger than that perpendicular to
them (Bear, 1972, p. 155).

In a similar way, if an inhomogeneous medium of Type 2 is non-repetitive,
but the characteristic length scale of its inhomogeneity is much smaller than
that of some phenomenon of interest, the medium may be considered as being
equivalent in its behavior to a domain of Type 1 inhomogeneity. Figure 2.5.1
shows how a layered aquifer (Type 1 inhomogeneity) may be considered as
an inhomogeneous aquifer with a gradually varying hydraulic conductivity.
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Figure 2.5.1: A layered aquifer.

An inhomogeneous material of Type 2, composed of alternating layers of
different textures, is equivalent in its behavior to an homogeneous anisotropic
medium (Bear, 1972, p. 155). However, in order for a stratified formation of
this kind to be considered as an equivalent homogeneous anisotropic aquifer,
the thickness of the individual layers must be much smaller than lengths of
interest. For example, it is meaningless to determine the equivalent perme-
ability of such a formation from a core whose size is smaller than the thickness
of a single layer.

2.6 Hydraulic Approach to Flow in Aquifers

In general, flow through the subsurface, e.g., an aquifer, is three-dimensional.
Also, the piezometric head, h, defined in Subs. 4.1.1, usually varies in space,
i.e., h = h(x, y, z, t). However, since the geometry of most aquifers, is such
that they are much thinner relative to their horizontal dimensions (e.g., tens
or hundreds of meters as compared to thousands of meters), a simpler ap-
proach is often employed. According to this approach, we assume that the
flow in the aquifer is everywhere essentially horizontal (often referred to as
aquifer-type flow), or that it may be approximated as such, neglecting verti-
cal flow components. This is strictly true (not just an assumption) for flow in
a horizontal, homogeneous, isotropic, confined aquifer of constant thickness
and with fully penetrating wells. Nevertheless, the approximation is still a
good one when the thickness of the aquifer varies, but in such a way that the
variations are much smaller than the average thickness (Fig. 2.5.2).

Whenever justified on the basis of the geometry, i.e., thickness versus hor-
izontal length, and the flow pattern, the assumption of horizontal flow, which
is equivalent to assuming vertical equipotentials (= surfaces of constant value
of piezometric head), h = h(x, y, t), greatly simplifies the mathematical anal-
ysis of the flow in the aquifer. The error introduced by this assumption is
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Figure 2.5.2: The hydraulic approach to flow in aquifers: (a) Flow in a con-
fined aquifer with variable thickness, B(x) � L, (b) Flow in a confined
aquifer with partially penetrating wells, (c) Flow in a phreatic aquifer with
accretion, (d) Flow in a leaky-confined aquifer.

small in most cases of practical interest. We shall return to this subject in
Sec. 4.4.

The assumption of essentially horizontal flow is applicable also to leaky
aquifers (Fig. 2.5.2d). When the hydraulic conductivity of the aquifer is much
larger than that of the semipermeable layer, and the thickness of the first is
much larger than that of the latter, it follows from the law of refraction of
streamlines (e.g., Bear, 1972, p. 26) that the flow in the aquifer is essentially
horizontal, while it is essentially vertical in the semipermeable layer. These
assumptions greatly simplify the analysis of flow in leaky aquifers and, in
cases of practical interest, introduce very small errors.
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Figure 2.6.1: Regions where the Dupuit assumption fail.

In phreatic aquifers the essentially horizontal flow approximation is the
basis for the Dupuit assumption presented in Sec. 4.5 (Fig. 2.5.2c). In Sec. 5.4,
we shall present aquifer flow models, for both confined, leaky and phreatic
aquifers, based on the concept of essentially horizontal flow. In most cases,
it will be shown how the aquifer flow equations are derived by averaging the
basic, three-dimensional flow equations along the thickness of the aquifer,
using the assumption of vertical equipotential surfaces. This procedure is
called the hydraulic approach.

The assumption of essentially horizontal flow fails in regions where the
flow has a large vertical component as, for example, in the vicinity of partially
penetrating wells, or outlets in the form of springs or rivers (Figs. 2.5.2 and
2.6.1). However even in these cases, at some distance from the source, sink,
or the special feature, the assumption of essentially horizontal flow is, again,
valid. As a simple rule, one may assume that at distances larger than 1.5 to
2 times the thickness of the aquifer away from these special features, aquifer-
type flow occurs. At smaller distances, equipotentials are no more vertical,
the flow is three-dimensional and should be treated as such.



Chapter 3

REGIONAL GROUNDWATER
BALANCE

The groundwater part of the hydrological cycle is presented in Fig. 1.1.1. In
the management of groundwater resources, man intervenes in the this cycle in
order to achieve beneficial goals. This intervention takes the form of modifi-
cations imposed on the various components of the water balance, for example
by pumping, by artificial recharge or by affecting natural replenishment. An-
other, unfortunately detrimental effect is the contamination of groundwater
by human activities at ground surface.

Water and contaminants carried with it may enter an aquifer, or a portion
of it, in the following ways:

• Groundwater inflow through aquifer boundaries and leakage from overlying
or underlying aquifers.

• Natural replenishment (infiltration) from precipitation over the area.
• Return flow from irrigation and septic tanks (or similar structures, includ-

ing faulty water supply and sewage networks).
• Artificial recharge.
• Seepage from influent streams and lakes.

Water and pollutants carried with the water may leave an aquifer in the
following ways:

• Groundwater outflow through boundaries and leakage out of the consid-
ered aquifer into underlying or overlying strata.

• Pumping and drainage.
• Seepage into effluent streams and lakes.
• Spring discharge.
• Evapotranspiration from a shallow water table.

The difference between total inflow and total outflow of water volume and
of total mass of contaminants during any period of time is stored in the
aquifer, causing a rise in water levels and in the concentration of contami-
nants, respectively.

In this chapter, we shall review these components, which comprise the
groundwater balance of a region, in order to facilitate the more detailed
discussion in the following chapters. The objective is to construct models
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Figure 3.1.1: Inflow and outflow through aquifer boundaries.

that will enable the forecast of the aquifer’s response to all these man-made
(in fact, also natural) changes in components of the hydrological cycle. The
region’s boundaries may be the natural boundaries of a groundwater basin
(e.g., an impervious boundary, a water divide, or a river fully penetrating
an aquifer), or any closed boundary drawn on a map (say, for administrative
reasons).

In the present chapter, we shall use some of the aquifer concepts and defi-
nitions introduced in later chapters (especially in Chaps. 4 and 5), assuming
that the reader is familiar with them, at least in a general way, from previous
studies and reading.

The ‘balance’, or ‘budget’, discussed here is only for groundwater in the
saturated zone. It is obviously possible to discuss a water balance for the
entire subsurface, including water in the unsaturated zone (Chap. 6), or even
a regional water balance which will also include surface water.

3.1 Groundwater Flow and Leakage

3.1.1 Inflow and outflow through aquifer boundaries

When a boundary of a considered aquifer domain—an entre aquifer or a
portion of it—is pervious, groundwater may enter or leave the aquifer through
it. The flow across such boundaries is governed by the gradient of the water
table, or of the piezometric head (Subs. 4.1.1), across the boundary.

Figure 3.1.1 shows a contour map (Subs. 5.4.6) and a portion of an aquifer,
ABCD, for which a water balance is being established. Groundwater enters
the aquifer through the boundary DAB and leaves the aquifer through BCD.
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Because the hydraulic gradient (Subs. 4.1.1) varies in magnitude and direc-
tion along the boundary, and streamlines are, in general, not perpendicular
to it, we divide the boundary into segments (like MN in Fig. 3.1.1) of length
Wi, i = 1, 2, . . . , N , each. Segments are chosen such that along each of them,
the normal component of the hydraulic gradient can be satisfactorily rep-
resented by an average value Jni, similarly, the transmissivity (Subs. 4.4)
along the segment is represented by an average value Ti. The inflow through
Wi is then given by the expression WiTiJni. We may then sum such expres-
sions for the entire boundary with a positive value of Jni for inflow and a
negative one for outflow, and obtain

∑

iWiTiJni for the instantaneous net
inflow through aquifer boundaries. Explanations of the above calculations are
presented in Sec. 4.4. In general, the instantaneous net inflow may vary with
time. With Q denoting the average net inflow during a water balance period,
Δt, obtained, for example, by taking half the sum of net inflows computed
at the beginning and at the end of Δt, the volume added to the aquifer by
net inflow of groundwater is given by QΔt.

Groundwater entering a balance area carries dissolved solutes (e.g., pollu-
tants) present in the formation on the external side of the boundary. Ground-
water leaving the balance area carries with it solutes present in the formation
on the inner side of the boundary. The difference between solute inflow and
outflow is stored in the considered balance domain. Often, especially if the
balance area is not too large, it is assumed that complete ‘mixing’ of ground-
water takes place in the balance area so that the water leaving it carries the
average concentration in the balance area (Subs. 7.2.1).

3.1.2 Leakage

This subject is discussed in Sec. 5.4. The leakage, qv, (volume of water per
unit area and per unit time) into an aquifer, in which the piezometric head
is h (Subs. 4.1.1), from an overlying (or underlying) aquifer, in which the
piezometric head is hext, through a relatively thin semipermeable layer (=
aquitard) (Sec. 2.1), is given by

qv = K′ hext − h

B′ , (3.1.1)

where K′ and B′ are the hydraulic conductivity and the thickness, respec-
tively, of the semipervious layer. If qv, as calculated by (3.1.1), is negative,
we have leakage out of the aquifer. As leakage may vary from point to point,
we may divide the relevant area of the semipervious layer into elementary ar-
eas, Aj , through each we calculate an average leakage, qj , during Δt. Then,
Δt

∑

j qj gives the total net inflow into the aquifer by leakage during Δt. As
we lower the piezometric head in a pumped aquifer, the leakage may reverse
its direction, e.g., from outflow to inflow.
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The remarks given above with respect to inflow and outflow of solutes and
polluting elements carried with the water, are valid also with respect to the
leakage, which may carry contaminants across aquitards.

3.2 Natural Replenishment from Precipitation

Phreatic aquifers are replenished from above by precipitation that falls di-
rectly over the ground surface overlying the aquifer, provided the ground
surface is sufficiently pervious. The fraction of precipitation that infiltrates
depends, among other factors, on the type of precipitation, the climatic
conditions, especially evapotranspiration, the moisture of the soil prior to
storm, storm characteristics (duration, intensity, peak intensity), topography
of ground surface, slope and perviousness of ground surface and vegetation
cover. Part of the area may be completely impervious (houses, streets, park-
ing areas, and highways, or an impervious rock or top soil, which is prac-
tically impervious) and does not contribute to the natural replenishment of
the aquifer beneath it. In fact, in certain countries, the reduction in natu-
ral replenishment, caused by impervious areas at ground surface, as a result
of urbanization, has reduced natural replenishment to the extent that spe-
cial laws are introduced in order to encourage (or enforce) the practice of
‘water conserving construction’, or ‘Rainwater harvesting techniques’. These
techniques are aimed at collecting surface runoff over urban impervious ar-
eas, directing it to artificial recharge facilities, thus recharging underlying
aquifers.

A confined aquifers is replenished by groundwater inflow from an adja-
cent phreatic aquifer, which, in turn, is replenished from precipitation (e.g.,
aquifers B and C in Fig. 2.3.2).

In principle, infiltration is downward unsaturated flow from the ground
surface to the water table, and, hence, the theory presented in Chap. 6 is
applicable. From this theory, it follows, for example, that the instantaneous
rate of infiltration from precipitation (e.g., hourly or daily rate) is strongly
affected by the soil moisture conditions just below ground surface (as pro-
duced by antecedent rains). However, in most groundwater investigations, the
use of this theory is not regarded as a practical way to determine the nat-
ural replenishment of an aquifer, as it requires detailed information on soil
characteristics along the vertical column, on storm details, etc. Moreover, in
general, for the purpose of management of a groundwater system, and in view
of the buffer effect of the large volume of water in storage in the aquifer at
any time, the groundwater hydrologist is not really interested in the variabil-
ity in infiltration during any individual storm and not even that resulting
from storms during the year, taking each storm as an instantaneous pulse.
For most regional management purposes. we are interested in annual or sea-
sonal replenishment. Within the framework of management models, we often
assume that the natural replenishment is uniformly distributed throughout
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the year, or throughout the rainy season. In certain cases, where more details
are required, monthly averages are used.

A number of methods are available for estimating natural replenishment
from annual or seasonal precipitation (Walton, 1970; Simmers, 1988; Sopho-
cleous, 1991; Healy and Cook, 2002). For example, we may regard replenish-
ment as an aquifer parameter, rather than relate it to precipitation. We can
then estimate this parameter by employing any of the parameter identifica-
tion techniques described in Sec. 11.3.

Except for precipitation, which varies from one year to the next, all other
factors affecting replenishment are constant in time, or vary only gradually
(e.g., due to changes in land use). Hence, rather than refer to annual replen-
ishment as an unknown variable, the natural replenishment is often related
to precipitation, for which a much larger amount of data is usually available.
One possible such relationship is

N = α(P − Po), P > Po,

N = 0, P ≤ Po, (3.2.1)

where N is annual natural replenishment, α is a coefficient, P is the annual
precipitation, and Po denotes threshold precipitation. For example, for α =
0.9 and Po = 200 mm/year, we obtain N = 405 mm/year for P = 650
mm/year. In this way, the number of unknown variables defining natural
replenishment is reduced to only two: α and Po. They may vary from one part
of a considered aquifer to the next. These are then regarded as parameters
of the aquifer model; they have to be determined as part of the parameter
estimation process.

Another method often used for estimating natural replenishment, when
detailed data on precipitation are available, is the use of any of the so called
Watershed Models, e.g., the Stanford Watershed Model (SWM), developed
by Crawford and Linsley (1966), and the Hydrocomp Simulation Program
(Hydrocomp, 1968). Many such models (e.g., the Hydrological Simulation
Program (HSPF) (USEPA, 1997), the Storm Water Management Model
(SWMM) (Metcalf and Eddy, et al., 1971; USEPA, 1994), and the Système
Hydrologique Européen (SHE) hydrological modeling system (Abbott et al.,
1986a, 1986b) have been developed and published since the pioneering work
of Crawford and Linsley (1966). A survey of such models is given by Fleming
(1975, p. 190). A comprehensive review of computer models is given by Singh
(1995). Like the pioneering Stanford model, most models of this kind simu-
late the hydrologic cycle, using a moisture accounting procedure of one form
or another. A system of equations describes the interrelationships among the
various elements of the model. During the simulation, a running record is
maintained of all moisture entering the basin (or the considered part of it),
stored in it, and leaving it as evapotranspiration, surface runoff and ground-
water. The latter is the natural replenishment considered in the present sec-
tion. Some of the models, e.g., SHE, the Institute of Hydrology Distributed
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Model (IHDM) (Beven et al., 1987), and Simulator for Water Resources in
Rural Basins (SWRRB) (Williams et al., 1985), consider surface runoff and
groundwater flow, simultaneously.

Many parameters are included in the more sophisticated models of this
kind. Obviously, calibration (i.e., identification of all model parameters) is
always required before such a model can be used.

When we wish to predict future water levels for a relatively short period of
time, say two to three years, we introduce, as input, (assumed) values of future
natural replenishment, say in the form of monthly averaged values. However,
in general, when a forecasting problem is solved as part of a management
one, we are interested in a much longer period, say a planning horizon of
15 or 20 years. Then, we usually use annual or seasonal (averaged) values.
However, we have to take into account the fact that, like precipitation, annual
natural replenishment is a random phenomenon. In order to take care of this
feature, we use one of the models, which uses available past data to generate
synthetic sequences of values of that data, in order to generate a number of
possible sequences of values of annual natural replenishment, each with some
probability of occurrence. These sequences, in turn, are introduced as time-
dependent (deterministic) input in the forecasting and management models.

A commonly used model for the generation of synthetic sequence is the
autoregressive (AR) method. For hydrological data with a yearly cycle due
to seasonal variations, e.g., precipitation and streamflow records, we use the
periodic autoregressive (PAR) method. Another example is the monthly av-
eraged streamflow discharge of a stream. We are given a historical discharge
record that ends at year i and month j − 1, and we would like to succes-
sively generate the next flow rate in order to create a time series. In order to
mimic nature’s process, these newly generated data should be random, but
not arbitrary, as they need to be generated based on the statistics of the past
record. The PAR formula takes the form (Salas, 1993):

Qi,j = Qj +
p
∑

k=1

bk,j
(

Qi,j−k −Qj−k
)

+ εi,j , (3.2.2)

where Qi,j denotes the monthly averaged streamflow at year i and j, Qj is
the mean value of the jth month flow, obtained as the ensemble average of all
jth month flow of the previous years, bk,j are the autoregressive parameters,
εi,j are normally distributed, uncorrelated random variables with zero mean,
and p is an integer denoting the order of the method. In the above formula,
since the month index can only take a value between 1 and 12, when the
subscript j − k ≤ 0, it is necessary to replace Qj−k by Q12+j−k, and Qi,j−k
by Qi−1,12+j−k.

The simplest PAR model is the first order one that corresponds to p = 1; it
leads to the well-known Thomas-Fiering model (Thomas and Fiering, 1962):

Qi,j = Qj + bj
(

Qi,j−1 −Qj−1

)

+ sj
(

1− r2j
)1/2

t, (3.2.3)
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where bj is a regression coefficient for estimating the flow rate in month j
from information on month j − 1, sj is the standard deviation of the jth
monthly flow, rj is the correlation coefficient between the previous (j − 1)
and the current (j) month, (see Sec. 10.1.3 for basic definitions of statistical
quantities), and t is a random number generator with Gaussian distribution
of zero mean and unit variance. For other models, see Matalas and Wallis
(1976), and Salas (1993).

The main advantages of the procedure for generating synthetic sequences
of events (natural replenishment in the case considered here) are: (1) the
possibility of creating records which are longer than the historical ones, and
(2) that different sequences with different probabilities of occurrence can be
generated and used as inputs to models. This is especially important for
management purposes (Chap. 11). It is also possible to generate synthetic
sequences that take into account future climatic changes. Such sequences will
enable the investigation of the effects of climate changes on various hydro-
logical components of the water cycle.

The portion of precipitation that becomes natural replenishment, does
not reach the aquifer immediately. The time lag depends on the depth of the
water table and the hydraulic properties of the soil. However, the mechanism
can be visualized approximately as one of displacement (at some more or less
constant degree of saturation) whereby water is continuously added at the
top of a soil column (i.e., at ground surface) and removed from the column
at the bottom (i.e., at the water table). In this way, if we think of water as
labeled, say by some contaminant, we may have a considerable time lag (even
tens of years) before the contaminant reaches the water table. However, from
the point of view of water quantity, the actual replenishment practically does
not lag behind the precipitation producing it.

This phenomenon is of special importance when water quality is being
considered. In addition, as water passes through the soil column, from ground
surface to the water table, changes may take place in the quality of the water.
Precipitation water is not distilled water. Depending on the location, the
air pollution conditions, and the distance from the sea, precipitation water
usually contains dissolved matter. For example, observations close to the coast
of Israel show up to 25 ppm Cl− in rainwater (with a fast reduction farther
inland). Rainwater will further pick up salinity, and, in general, contaminants,
at ground surface and upon passing through the upper soil layer. Some of
the dissolved species (e.g. Cl−) undergo no changes as the water percolates
downward. Others may undergo changes as a result of interaction with the
solid matrix (e.g., adsorption, ion exchange). For example, due to adsorption,
the downward movement of some heavy metals will be slowed down many
times with respect to the movement of the Cl−. Their arrival at the water
table may be delayed for many years. The occurrence of clay layers may
appreciably affect adsorption and ion exchange phenomena along the column.
This subject is of special importance in the case of artificial recharge of
reclaimed sewage through infiltration ponds.
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Infiltration may take place also from rivers and perennial and intermittent
streams that serve as the drainage system of the watershed that overlies
the aquifer. In some areas, this may be the only source for groundwater
replenishment, with the rain occurring in mountain areas that are far away, in
the upstream portions of the watershed. In semi-arid areas, we may encounter
short duration flash floods over large areas, with infiltration from the flooded
area as the only source for aquifer replenishment.

Briefly, groundwater recharge can be estimated by one of the following
methods:

• Hydrological water budget, based on mass balance. In such a balance,
groundwater recharge is obtained as the difference between of precipita-
tion and the sum of interception, evapotranspiration, runoff, and other
components expressing loss.

• Infiltration rate based on precipitation and an infiltration coefficient that
depends on soil type and on soil saturation history.

• Methods based on water table fluctuations—for short duration and for a
shallow water table.

• Methods based on the use of tracers—dissolved, natural and artificial trac-
ers (Allison et al., 1994; Ekwurzel et al., 1994), and on the use of heat as
a tracer.

• Methods based on the calibration of groundwater computer models, using
inverse technique.

The U.S. Geological Survey provides two public domain computer pro-
grams for estimating groundwater recharge/discharge interaction with stream
systems. PULSE (Rutledge, 1997) gives model-estimated groundwater recharge
and hydrographs of groundwater discharge to a stream. The model is appli-
cable to a groundwater flow system that is driven by areally uniform recharge
to the water table, and in which groundwater discharges to a gaining stream.
RORA (Rutledge, 1998) uses the recession-curve-displacement method to es-
timate groundwater discharge to a stream.

3.3 Return Flow from Irrigation and Sewage

Even in efficient irrigation practices, a certain portion of the water applied
to an area is not used up by the plants as consumptive use. Instead, it in-
filtrates, eventually reaching the water table. We refer to this contribution
to the aquifer’s replenishment as return flow from irrigation. It includes also
seepage from open channels and leakage from faulty pipes. It may amount to
as much as 20-40% of the volume of water used for irrigation, depending on
the irrigation technique. As the irrigation becomes more efficient, this per-
centage is reduced. The water used for irrigation may be that pumped from
an underlying aquifer (hence the term ‘return flow’), surface water, or water
imported from other regions. Obviously, return flow carries with it salts and



Artificial Recharge 89

other dissolved matter: those contained in the original irrigation water, aug-
mented by evaporation, and those picked up upon passage through ground
surface and through the root zone.

Sometimes, return flow is created on purpose, in order to leach salts from
the root zone, often overlooking the fact that in the absence of adsorption
and other attenuating phenomena, the leached salts, eventually, reach the
underlying aquifer and pollute it. For the sake of simplicity, we use here the
term ‘salts’, but this should be understood to include also dissolved fertilizers,
pesticides, and other kinds of (potential) groundwater pollutants present in
the root zone and on ground surface.

Denoting the concentration of salts in irrigation water by ci and the max-
imum permissible salt concentration in the soil solution (without causing
undesirable losses in production) by cmax(> ci), then out of the volume of
irrigation water, Ui, the minimum volume of water, UL, required for leaching
the soil, such that equilibrium will be maintained at cmax, is

UL = Uici/cmax. (3.3.1)

Hence, the amount of salt continuously added to the aquifer is ULcmax(=
Uici). Actually, a volume larger than UL, as defined by (3.3.1) is required,
because of the inefficiency of the leaching process. If we increase Ui, con-
sumptive use will practically remain unchanged, UL will increase, causing a
reduction in cmax. Obviously, we have to take into account that part of the
leaching is also takes place during rainy seasons by natural replenishment
from precipitation that, in general, has a relatively low salt content.

The quality problem associated with return flow and leaching should be
more carefully studied when reclaimed sewage (or other kinds of contami-
nated water) is used for irrigation.

3.4 Artificial Recharge

Artificial recharge may be defined as man-made operations aimed at trans-
ferring water from ground surface into an underlying aquifer. This is in con-
tradistinction to natural replenishment (or natural recharge), considered in
Sec. 3.1 above, whereby water from precipitation and surface runoff reaches
the aquifer without man’s intervention. Whereas natural replenishment is an
uncontrolled (by man) input to the a groundwater system, artificial recharge
is a controlled input. The quantity, quality, location, and time of artificial
recharge are decision variables, the values of which are determined as part of
the management of a considered groundwater system.

3.4.1 Objectives

Artificial recharge may be practiced in order to achieve various objectives.
Among them, we may list the following:
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Figure 3.4.1: Storage of water in a phreatic aquifer.

Control of regional hydrological regime. By artificially recharging an
aquifer, water levels, or piezometric heads, are raised. By manipulating these
levels (obviously, taking into account also the effect of pumping), we can
control the rate and direction of flow in an aquifer, control the movement
of water bodies of inferior quality, e.g., resulting from seawater intrusion,
control spring discharge, and control seepage to or out of adjacent water
bodies (rivers and lakes). Because of the very low value of storativity of
a confined aquifer, a relatively small volume of injected water is required in
order to produce a large rise in piezometric head elevations in such an aquifer.
On the other hand, a very large pressure or piezometric head is needed in
order to inject this volume of water. This fact is used, for example, to control
seawater intrusion in coastal confined aquifers discussed in Sec. 9.3.
Storage of water. Water can be stored in an aquifer, to be pumped at
a later time. Phreatic aquifers, because of their large storativity (= specific
yield), relative to that of confined aquifers, may serve as very large stor-
age reservoirs. Water can be stored in the void space of such aquifers, to be
pumped at a later time. For example, a portion of a phreatic aquifer of (hor-
izontal) area of 100 km2 and storativity (actually, specific yield, discussed
in Subs. 6.1.9) of 15% can store as much as 150× 106 m3 of water, if water
levels are raised by 10 m. Figure 3.4.1 shows the volume of water that can be
stored in a phreatic aquifer by recharge and pumping. However, as ground-
water is never at rest, if no use is made of the stored water, i.e., no portion of
the stored water is pumped, it will gradually leave the area as groundwater
outflow. Fortunately, due to the relatively slow movement of water, most of
the stored water can be recovered by appropriate management.

Both long-term and short-term storage in aquifers may be practiced. In
years with excess surface runoff, water may be diverted from streams and
lakes to be stored in aquifers for use in dryer years. Short-term storage may
be practiced in order to make a more efficient use of the water supply lines.
Water may be delivered to a demand area at a constant rate throughout the
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year, to be stored in the aquifer when supply exceeds demand, and pumped
by local wells to supplement demand in excess of direct supply.

Obviously, storage of water in any quantity of economical and hydrological
significance is possible only in phreatic aquifers, where the storativity (actu-
ally, the specific yield) is related to the porosity (or at least to the effective
one) and not, as in a confined aquifer, to the elastic properties of the water
and the solid skeleton of the aquifer (see Subs. 5.1.3).

In each particular case, a comparison should be made between storage in
aquifers and storage in surface reservoirs. Among the points to be considered
in such comparison, we could mention:

Storage in aquifers :

• Cost of recharge wells, including land for wells;
• Cost for additional pumping wells, in excess of existing pumping;
• Cost associated with the loss of water by evapotranspiration (if water levels

are close to ground surface);
• Cost of additional energy;
• Cost associated with water that cannot be recovered due to groundwater

flow.

Storage in surface reservoirs:

• Cost and availability of (geologically) appropriate site;
• Cost of dams and other diversion, conveyance (by pipeline and open chan-

nel), and regulation structures;
• Benefit from the recovery of energy by the production of hydroelectric

power;
• Benefit from recreation;
• Loss of water by evaporation and infiltration;
• Cost associated with damage resulting from the contamination of stored

water.

In many instances, especially in arid and semiarid regions, storage in
aquifers has been proven to be more economical than surface storage.
Control of water quality. As the water introduced into an aquifer and
the indigenous water in the aquifer move, they ‘mix’ as a result of hydrody-
namic dispersion (Subs. 7.1.4). Mixing is also achieved by wells that pump
simultaneously from the two kinds of water, when the latter are of different
qualities, in terms of concentration of dissolved matter. We can control the
quality of the pumped water by manipulating pumping and artificial recharge,
thus controlling the movement of the water bodies introduced into the aquifer
by artificial recharge and the mixing that takes place in the aquifer and in
the pumping wells (Bear, 1979, p. 282–292).

Water used for artificial recharge may be either water of a quality higher
than that of the indigenous water of the aquifer, or of an inferior quality.
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In the former case, we improve the quality of the pumped water. In the lat-
ter case, we lower the quality. Yet, if the resulting quality is still within the
permissible range, we may upgrade the efficiency of the entire water resource
system by increasing the total pumped quantity of water, and, perhaps, mak-
ing use of water that may otherwise be unacceptable from the quality point
of view.

Due to the very slow movement of water in an aquifer, a period of years,
sometimes many years, may elapse between the time water is introduced into
an aquifer and the time it is pumped. During that time, phenomena such as
chemical reactions among constituents present in the water, interaction with
the solid skeleton (adsorption and ion exchange), decay (e.g., radioactive),
and filtering may take place. In this way, the aquifer acts to improve the
quality of the injected water. It is for that last reason that, very often, reuse of
reclaimed sewage water is implemented in conjunction with artificial recharge.

Suspended fine material in surface water used for artificial recharge can be
removed by the filtering that takes place as the water percolates through the
bottom of infiltration basins and the soil underlying them on its downward
way to the aquifer. Of special interest is the improvement of water qual-
ity (e.g., removal and destruction of microorganisms) as the recharge water
percolates through the unsaturated zone.

In addition to these major objectives, we may also mention:

• Supplementing the difference between the demand for groundwater and
the natural replenishment of an aquifer.

• Disposal of liquid waste into deep formations (often, containing brine),
where it will stay or move very slowly (sometimes for thousands of years)
towards outlets. It is always important to verify by thorough hydroge-
ological investigations that, indeed, there exists no possibility of contact
between the injected waste and groundwater that will, eventually, be used.

• It is possible to create a flow pattern within the aquifer from the area
of artificial recharge to that of withdrawal by pumping, with the aquifer
serving as a conduit. Wells distributed over an area may withdraw water for
local use, thus avoiding the need for an above-surface distribution system.

• Maintenance of high water levels (or heads) to prevent land subsidence,
or other undesirable phenomena, which result from lowered water levels
(e.g., damage to foundations).

• Conservation of water. For example, water used only for cooling can be
re-circulated by injecting the warm water back into the aquifer from which
it is pumped.

• Energy storage. Warmer surface water (or hot water from the cooling
systems of power plants) can be pumped into an aquifer during summer
and recovered during winter at higher than normal temperature for certain
water usage.

In most cases, artificial recharge is implemented to achieve a number of
goals and in conjunction with the utilization of surface water. However, in
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spite of many advantages, in each case, one should carefully examine the
danger of permanently (or at least for a long time) damaging an aquifer’s
water quality by recharging it with water containing toxic or non-degradable
pollutants.

3.4.2 Methods

Artificial recharge can be implemented by several methods. In each particular
case, the selected method depends on the source of water, the quality of the
water, the type of aquifer, the availability of land, the topographical and
geological conditions, the type of soil, and the economic conditions.
Methods for enhancing infiltration. In these methods, the objective is
to increase infiltration by various agro-techniques, which affect ground surface
roughness, slope, vegetation cover, etc. The purpose is to extend the time and
area through which infiltration from precipitation and surface runoff takes
place. Both the slopes of the watershed and the drainage channel network
can be treated to achieve this goal. For example, small (rock and wire) check
dams in the natural channels will cause water to spread over a larger area,
or delay its movement.
Surface spreading methods. Here water is diverted to specially con-
structed ponds, basins, or trenches, dug along ground surface contours, and
allowed to infiltrate through their pervious bottom.

Figure 3.4.2 shows a typical scheme of a project in which water is diverted
from a perennial or an intermittent stream to a settling basin, where most of
the fine material is removed, and then to infiltration basins. Usually the peak
of large floods, carrying large quantities of silt and debris, are not diverted.
Wells are located at some distance from the infiltration basins to allow for a
certain minimum retention time, say, one year, before pumping.

Two objectives are achieved by the project shown in Fig. 3.4.2: (1) storage,
say, if water in the river is available in winter and is needed for irrigation in
summer, and (2) improvement of water quality, at least from the removal of
fines in the settling basins, and also through the soil layer just beneath the
infiltration basins.

Ditches and furrows are sometimes used instead of basins. Excess irriga-
tion, especially during non-irrigation seasons, can also be used as a method
for artificially recharging the underlying aquifer.

Obviously, surface spreading techniques should be implemented only when
the recharged aquifer is a phreatic one, and when no impervious layer of
significant areal extent is present between the bottom of the infiltration basins
and the water table.

The economy of artificial recharge by surface spreading techniques depends
to a large extent upon the availability of land and the maintenance of high
infiltration rates. Depending on the type of soil, rates of 3–15 m/day (that
is, 15 m3/m2/day) have been observed in gravel, up to 3 m/day in gravel
and sand, up to 2 m/day in fine sand and sandstone, and up to 0.5 m/day
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Figure 3.4.2: Schematic plan and cross-section of artificial recharge by means
of infiltration basins.

in sand and silt. Values lower than 0.5 m/day have also been reported. All
these rates represent initial values, because as infiltration continues through
an infiltration basin, its bottom becomes gradually clogged. A typical curve
showing the infiltration rate is presented in Fig. 3.4.3; the initial reduction
in infiltration rate is caused by dispersion and swelling of soil particles after
wetting. The subsequent increase results from elimination of entrapped air by
dissolution in the water. The following reduction in infiltration rate, which
has a more or less exponential form, is due to the clogging of the soil pores
at the bottom of the basin and just beneath it. This clogging is due to the
retention of suspended solids (when present in the recharge water, as, for
example, when water is diverted from flash floods), growth of algae and bac-
teria (when nutrients are present in the water), entrained or dissolved gases
released from the water, and precipitation of dissolved solids and chemical
reactions between dissolved solids and the soil particles and/or the native
water present in the void space.

When the infiltration rate of a basin drops below some design value, its
use as a recharge basin is discontinued. By drying it, cleaning, and sometimes
scraping the top 2–5 cm of bottom material, the infiltration rate is brought
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back almost to its initial value, and the basin can be returned to use. The
frequency of cleaning depends, of course, on the local conditions (type of
water and soil) and may be as often as every three months or once in 2–3
years. Sometimes it is found economical to pre-treat the water (chlorination,
adding polyelectrolytes, etc.) to increase settlement in the settling basin, thus
prolonging the period of effective operation.
Artificial recharge through wells. Artificial recharge can be carried out
through ordinary pumping wells, or through specially constructed recharging
(= injection) wells. It is also possible to design a dual purpose well. Figure
3.4.4 shows some typical recharging wells in use in Israel (Harpaz, 1971),
where artificial recharge is an intrinsic part of the operation of the national
water resources system.

The phenomenon of clogging, causing a reduction in injection rate, occurs
also in wells. The reasons are similar to those causing clogging of infiltration
basins. However, clogging in wells is usually under anaerobic conditions. Be-
cause the velocity of the injected water decreases as water travels away from
a well, the deposition of fines will occur at some distance from a recharging
well, making cleaning more difficult.

Artificial recharge through wells is practiced (a) for recharging confined
aquifers, (b) when extended impervious layers are present between ground
surface and an underlying phreatic aquifer, and (c) when land is expensive,
or unavailable. Because clogging is more severe in wells, artificial recharge
through wells is mostly implemented with high quality water, often drinking
water quality. Pre-treatment (chlorination, sedimentation, filtration, etc.) is
the rule rather than the exception. In spite of all these precautions, clogging
does take place.

When the injection rate drops to below some design value, renovation
by various chemical treatment techniques, e.g., acidation, oxygen supply, or
enzymes, is required. One possible technique, called ‘backwashing’, is imple-
mented by pumping at a high rate.
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Figure 3.4.4: Typical recharging wells, (a) In sandstone, (b) In basalt, (c) In
limestone (Harpaz, 1971).

Induced recharge. This term is used for cases in which withdrawal in-
stallations, in the form of a gallery or an array of shallow wells, are located
at a relatively small distance from a river, or a lake, and parallel to it. By
withdrawing water through these installations, the groundwater table is low-
ered in their vicinity, thus inducing the movement of water from the river,
or the lake, into the aquifer, and to the wells, provided, of course, that the
river bed is not completely clogged. Figure 3.4.5 shows a typical cross-section
with induced recharge from a river. The gallery intercepts water originally
drained to the river, but also water from the river.

Two goals can be achieved by induced recharge:

• The aquifer is recharged by river water, which, in turn, is pumped for
beneficial use, without constructing any recharge installations (the aquifer
itself is used as a conduit).

• The river water is filtered, and fines are removed, as it travels through
the aquifer towards the abstraction installations. The aquifer acts as a
large slow sand filter. Detention time of 2–3 months may serve as a typical
example.
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The brief review of artificial recharge presented above is by no means a
full coverage of this important subject for those who manage groundwater
resources. It is presented here both as an element in the water balance, and
also as an example of a technique that requires model investigations, based
on the knowledge of most of the material presented in this book for the design
of their implementation. For example, investigations should be used for:

• Determining travel time of water injected into aquifers (Chap. 4).
• Forecasting water level changes caused by artificial recharge in different

aquifers (Chap. 5).
• Studying the movement of the water infiltrating from spreading basins

through the unsaturated zone (Chap. 6).
• Determining the changes of quality that take place both in the aquifer and

in the unsaturated zone (Chap. 7).
• Determining the movement of an (assumed) abrupt front between injected

and indigenous water.
• Controlling seawater intrusion by maintaining a piezometric head barrier

(Chap. 3).

A vast amount of literature is available on artificial recharge. Among sum-
maries available on this subject we may mention the proceedings of the In-
ternational Symposium on Artificial Recharge of Groundwater (Johnson and
Finlayson, 1988; Johnson and Pyne, 1994; Peters, 1998; Dillon, 2002), practic-
ing guideline (Environmental and Water Resources Institute, ASCE, 2002),
USGS reports (Todd, 1959; Aiken and Kuniansky, 2002) and other sources
(Pyne, 1995).

3.5 River-Aquifer Interrelationships

Rivers passing through a region underlain by a phreatic aquifer may either
contribute water to the aquifer, or serve as its drain. Much of the low water
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Figure 3.5.1: River-aquifer relationships. (a) Effluent stream. Groundwater
drains into stream. (b) Influent stream. River contributes to groundwater
flow. (c) Influent stream (deep water table). River contributes to groundwa-
ter. (d) Influent stream (piezometric surface B), or effluent one (piezometric
surface A) intersecting a confined aquifer. (e) A stream which is both influent
and effluent. (f) A partly clogged influent stream.

flow in streams (base flow) is derived from groundwater whose water table
elevations in the vicinity of a stream are higher than in the stream. Such
streams are called effluent streams (Fig. 3.5.1a). On the other hand, when
the water level in a stream is higher than the water level in an adjacent (or
underlying) aquifer, water will flow from the river to the aquifer. The river is
then called an influent river (Figs. 3.5.1b and c). When a stream cuts through
an impervious layer, establishing a direct contact with an underlying confined
aquifer, the stream may be either an influent one or an effluent one, depending
on whether the piezometric head in the aquifer is above or below the water
level in the stream (Fig. 3.5.1d). The same stream can be an influent one
along one river stretch and an effluent one along another. Or, it can be both
influent and effluent at the same point, as shown in Fig. 3.5.1e. Obviously,
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the entire discussion presented here is based on the assumption that the
river bed is not completely clogged and that water can flow freely through
it. Otherwise, there is no hydraulic contact between the water in the river
and in the aquifer and no relationship exists between the two. It is possible
that the profile of a stream is such that its deeper part, accommodating for
low flows, is completely clogged, while above a certain level, the river bed
is pervious (Fig. 3.5.1f). When the water table under an influent stream is
sufficiently deep, a mound is formed in the former by the percolating water
(Figs. 3.5.1c and f).

The volume of water contributed to an aquifer by streamflow (or drained
into a stream from an aquifer), is part of the regional water balance. The
rate of flow in either direction, also when the stream bed is partly clogged,
can be calculated.

In view of the different possible situations shown in Fig. 3.5.1, a river may
play several roles when solving a groundwater problem:

• The river may act as a boundary of specified head to the flow domain in
the adjacent aquifer (Figs. 3.5.1a, b, d, and e). We have in mind an aquifer-
type flow, which is based on the assumption of essentially horizontal flow in
the aquifer, so that the shape of this boundary is a curve in the xy-plane.
This is a good approximation, overlooking the details of the flow-net under
the stream. A somewhat different boundary condition should be employed
when the river bed is semipervious (Sec. 5.2.3c).

• A river may serve as a source, contributing water to the aquifer. The rate of
leakage depends on the depth of water in the river and on the permeability
of the river-bed. This can be a line (actually curve) source, or a strip of
some width, when the river is sufficiently wide. The main point is that the
rate of seepage is independent of the water levels in the aquifer (Figs. 3.5.1c
and f).

Thus, depending on the elevation of the water table, both situations (a) and
(b) above are possible at different periods of time for the same stretch of river
(and certainly for different stretches of the same river).

Finally, we note that when a river is sufficiently large, in terms of the rate
of flow, the exchange of water between it and an aquifer practically does not
affect the its flow, and, hence, the depth, of flow in it. However, in small
streams, the leakage itself may lower the water level in the stream, and even
completely dry it up. We may encounter a passage from condition (a) to (b)
as defined above, at some a priori unknown time.

Often, when solving a forecasting problem, the type of situation to be
realized is not known a priori, and some trial and error, or iteration technique
is required.
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3.6 Springs

A spring is a point (or a small area) through which groundwater emerges
from an underlying aquifer to ground surface. The discharge of some springs
is small and of no significance in the groundwater balance; however, some are
very large and dominate the groundwater flow pattern in their vicinity.

Figure 3.6.1 shows several types of springs. A depression spring (Fig. 3.6.1a)
occurs when a water table intersects ground surface. A perched spring
(Fig. 3.6.1b) occurs when an impervious layer, which serves as the bottom
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Figure 3.6.2: A typical spring hydrograph with significant seasonal fluctua-
tions.

of a phreatic aquifer, intersects ground surface. A confined aquifer can be
drained in the form of an artesian spring, either through a pervious fault, or
fissure, reaching the ground surface, or where it becomes exposed at ground
surface. The driving force for spring discharge is the piezometric head in the
aquifer.

The instantaneous rate of discharge of a spring depends on the difference
between the elevations of the water table (or piezometric head) in the aquifer
in the vicinity of the spring, and the elevation of the spring’s threshold (point
A in Fig. 3.6.1a). As the spring’s discharge is derived from water stored in
the aquifer, during the dry season, water levels in the aquifer will gradually
decline and with it the spring’s discharge.

A spring may completely dry up when water levels fall below its thresh-
old. Thus, the relationship between the rate of decline of a spring’s discharge
depends on the storage characteristics of the aquifer (storativity and geom-
etry of aquifer, e.g., areal extent). Figure 3.6.2 shows a typical portion of a
spring’s hydrograph; the recession (or depletion) portions of this hydrograph
corresponds to the dry seasons. On a semi-log paper (with time on the linear
scale) the recession curve usually plots as a straight line.

Using the simple model of a spring draining an aquifer, envisioned as the
reservoir shown in Fig. 3.6.3a, with Q = α1h, α1 = constant, we express the
change in storage in the form

Q dt ≡ α1h dt = −Sy A dh, (3.6.1)

where Sy denotes the specific yield of the phreatic aquifer (Sec. 5.4.1), α1 is
a coefficient, and A denotes the (horizontal) area of the aquifer. By solving
the above equation, subject to h = ho at t = to, and Q = Qo = α1ho, we
obtain
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Q(t) = Qo exp
[

− α1

SyA
(t− to)

]

, (3.6.2)

which plots as a straight line on a semi-log paper (Q on the logarithmic scale).
To obtain an interpretation of α1, consider another simple model of steady

flow to a spring, shown in Fig. 3.6.3b. As we shall learn below (Sec. 4.5), the
steady rate of flow, Q, in this model is given by

Q = WK
h2

L − h2
o

2L
= WK

hL + ho
2

hL − ho
L

, (3.6.3)

where W is the width of the spring. The product K(hL+ho)/2 ≡ T represents
an average transmissivity of the aquifer (Sec. 4.4), and hL−ho represents the
difference in head above the spring’s threshold. Thus, with Q = WT(hL −
ho)/L, we may express α1 by α1 = (W/L)T, where L is a characteristic
length of the aquifer. Or we may replace the expression α1/SyA by α2T/Sy,
where α2(= W/LA) is a coefficient (dims. L−2) that represents the geometry
of the aquifer.

We may conclude this discussion by expressing the spring’s recession curve
by the formula

Q = Qo exp [−β(t− to)] , (3.6.4)

where we have some indication as to the nature of the coefficient β, since
β ≡ α2T/S. Often the aquifer contributing to the spring is made of several
separate subregions, each with its own characteristic coefficient β.

Since in one form or another, the coefficient, or coefficients, appearing in
the expression describing a spring’s recession curve are related to the aquifer’s
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geometry, transmissivity, and storativity, it is possible to investigate these
properties of an aquifer by analyzing the hydrograph of the spring’s discharge.
We should note that in the above models, no pumping or recharge takes place
during the analyzed aquifer depletion period. It is obvious that when wells
operate in the region, they affect the water levels, which, in turn, affect
the spring’s discharge. In other words, spring discharge can be controlled
(and that includes drying-up a spring if it is so indicated by the optimal
management scheme) by controlling water levels in its vicinity.

In a regional aquifer model, a spring serves as a boundary condition. Usu-
ally it is considered a fixed head (= elevation of physical threshold) boundary
condition. However, we have to watch for the possibility that at some point
in time, which is a priori unknown, water levels in the vicinity of the spring
may drop to below the threshold: the spring then dries up and ceases to act
as a boundary of the flow domain. As water levels rise, it may return to its
role as boundary of the flow domain. Another point to watch for is the possi-
bility that as the rate of flow increases, a layer of water of a certain thickness
covers the spring, thus making the water level at the spring a function of the
discharge rate.

In a management problem a constraint of minimum spring discharge (say
to supply downstream consumers or to maintain wildlife) is sometimes im-
posed.

3.7 Evapotranspiration

Evapotranspiration is another mechanism by which groundwater may leave
an aquifer. Evaporation is the net transfer of water from the liquid phase to
the vapor one. Transpiration is the process by which plants remove moisture
from the soil and release it to the atmosphere as vapor. Evapotranspiration, a
combination of the above two processes, is the term used to describe the total
water removal from an area, partly covered by vegetation, by transpiration,
evaporation from soil (actually from the water present in the void space of
unsaturated soil), from snow, and from open water surfaces (lakes, streams,
and reservoirs).

The amount of energy required to evaporate 1 cm3 of water is 597 calories.
The sun is the source of energy for the process of evapotranspiration in the
hydrological cycle. However, the actual amount of energy available for evap-
otranspiration depends on the type of surface and the degree of cloudiness.
Given this amount of energy, the actual evapotranspiration also depends on
temperature, air pressure, wind, salinity of water, and the curvature of the
air water interface through which evaporation takes place.

Obviously, evapotranspiration requires the availability of water. The term
potential evapotranspiration is used to define the (say, annual) rate of evapo-
transpiration that would occur were there an adequate supply of soil moisture
at all times. Actual evapotranspiration is less than, or at most equal to po-
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tential evapotranspiration. The latter is affected mainly by meteorological
factors, whereas the former depends on plant and soil conditions.

Various methods are available for determining actual and potential evap-
otranspiration. Among the better known methods are the Thornthwaite for-
mula (Thornthwaite, 1948; Thornthwaite and Hare, 1965), which estimates
potential evaporation of open water, based on air temperature; the Harg-
reaves formula (Hargreaves, 1975), which considers the effect of solar radia-
tion; the Blaney and Criddle formula (Blaney and Criddle, 1950), which is a
temperature based method, but includes the effect of vegetation cover; the
Priestley-Taylor formula (Priestley and Taylor, 1972), based on energy budget
method; the Penman (Penman, 1948) and the Penman-Monteith (Monteith,
1965) model, which are methods that combine the energy budget that in-
cludes air and water temperature, and solar radiation effects, together with
the aerodynamic effect of wind; the McNaughton-Black model (McNaughton
and Black, 1973), which excludes the radiation budget; and the Shuttleworth-
Wallace model (Shuttleworth and Wallace, 1985), which adds a soil layer to
the Penman-Monteith model. For determining actual evapotranspiration we
have the water balance method (based on lysimeter studies, water level fluctu-
ations, or soil moisture balances), the use of evaporimeter (evaporation pan),
and the moisture flux method (e.g., Rider, 1957). More details about evapo-
ration and transpiration theory and measurement can be found in Brutsaert
(1982), Hydrology Handbook (ASCE, 1996), Shuttleworth (1993), Verhoff
and Campbell (2005), Allen (2005), and Roberts (2005).

Unless the water table is within 1–1.5 m from ground surface, evaporation
from groundwater is negligible. When the water table is near ground surface,
evapotranspiration may constitute a significant factor in the water balance.
Certain plants have very deep roots and take up water by transpiration even
from a rather deep water table (e.g., 15–20 m). White (1932) reports 10% of
pan evaporation at a depth of 1 m. We do have some evaporation from water
in the unsaturated zone, but this loss does not enter a water balance, when
the latter is formulated only for the saturated zone.

In a large scale field experiment, Chen et al. (1996) compared four land
surface evaporation models. In the bucket evaporation model (Manabe, 1969;
Robock et al., 1995), a simple mass balance approach is used to estimate the
soil bucket water content (the available soil moisture for evaporation in the
uppermost 1 m of soil). The simple water balance (SWB) model (Schaake
et al., 1996), is a two-layer (upper and lower ‘buckets’) water balance mo-
del that accounts for the spatial heterogeneity of rainfall, soil moisture, and
runoff. In the Oregon State University (OSU) model (Pan and Mahrt, 1987;
Ek and Mahrt, 1991), the soil hydrology (mass balance and unsaturated
flow, see Sec. 6.3), and the soil thermodynamics (energy balance and heat
flux), as well as the interaction with the vegetation, are modeled in two to
three soil layer geometry. The fourth model, the simplified simple biosphere
(SSiB) model (Xue et al., 1991), is a biophysically based model of land-
surface-atmosphere interaction, having three hydrological (unsaturated flow)
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soil layers, one thermodynamic soil slab, with a total of eight prognostic vari-
ables (soil wetness in three layers, temperature at the canopy, ground surface,
and bottom boundary, water stored in the canopy, and snow stored on the
ground). After applying these four models to the long term (5 months) and
large study area (15 km×15 km), it was concluded that the two simpler mod-
els, the bucket model and the SWB model, respectively, overestimated the
soil evaporation during the wet periods and underestimated the evaporation
during the dry periods. The two more complex models, the OSU model and
the SSiB model, both were able to simulate the observed diurnal and seasonal
variations in evaporation, soil moisture, sensible heat flux, and surface skin
temperature.

3.8 Pumping and Drainage

Water can be withdrawn from an aquifer for beneficial usages by means of
shallow dug wells, tubular deep wells, horizontal wells (also known as radial
collector wells), kanats, and galleries. The reader is referred to the litera-
ture for details on well design and construction (e.g., American Water Work
Assoc., 1967; Driscoll, 1986; Lehr et al., 1988; Harlan et al., 1989; Detay,
1997).

Often, wells penetrate an aquifer only partially. In three-dimensional flows,
they are line sinks of finite length, producing in their vicinity a converging flow
pattern toward them. Under the assumption of ‘essentially (2-D) horizontal
flow’ in an aquifer, they are point sinks, producing a radially converging flow
in their vicinity (to be superimposed on whatever other flow pattern exists
in the aquifer). Very seldom should the fact that the well has actually a finite
diameter be taken into account.

In consolidated materials, wells are often completed as uncased holes. In
unconsolidated materials, a gravel pack filter is placed around the well screen
to prevent sand from entering the well in order to ensure the production
of cleaner water and to prevent damage to the formation by the removal of
fines. The permeability of the gravel pack is higher than that of the formation.
Figure 3.8.1 illustrates a typical construction of a deep well.

While a pumping well is a point sink in the flow domain in an aquifer, a
gallery and a kanat (qanat) (Fig. 3.9.1) are line sinks of finite length. Actually,
in the vicinity of a gallery (also surrounded by a gravel pack), the flow is
two-dimensional in the vertical plane. However, in view of the assumption of
essentially horizontal flow in an aquifer, in regional studies we regard it as a
line sink in the xy-plane. A well can pump water as long as the water table
at its location is higher than the elevation of the bottom of the suction pipe
installed in it. For water to enter a gallery, the water table should be above
its bottom.

In a regional water balance, we are often interested only in the total with-
drawal by pumpage during the balance period. In a detailed forecasting prob-
lem, the areal distribution of pumpage is important.
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Figure 3.8.1: A drilled deep well (after US EPA, 2001).

A drainage system (open channels, or buried drains) is usually installed
in order to control the elevation of the water table (say, to maintain water
levels below the root zone). Groundwater will then leave the aquifer through
this system (say, to a nearby stream) whenever the water table is higher
than the drains. The overall behavior is similar to that of a depression spring
(Sec. 3.6.1). The volume of water drained out of an aquifer in this way should
not be left out of the water balance.

Usually, a second important objective of a drainage system is the removal
(with the drainage water) of salts flushed down to the water table. In fact,
every advanced irrigation system is always supplemented by a drainage sys-
tem. Salts drained out of an aquifer in this way should be taken into account
in a regional salt balance.
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Figure 3.9.1: Schematic sketch of a kanat.

3.9 Change in Storage

The difference between all inflows and outflows during a balance period ac-
cumulates in the considered aquifer region. In a phreatic aquifer, water is
stored in the void space (i.e., in that portion of the void space not occu-
pied already by water or from which air can readily be displaced by water).
In a confined aquifer, water is stored on account of water and solid matrix
compressibility. In the first case, increased storage is followed by a rise of
the water table. In the second case, by a rise in the piezometric head. These
concepts are discussed in Sec. 5.4.1. At this point, we shall introduce (with
no further explanations) the definition of aquifer storativity, S, associated
with essentially horizontal flow in an aquifer, as the volume of water added
to a unit horizontal area of aquifer, per unit rise in the water table elevation.
Over an area A, a volume of water Uw stored in an aquifer causes the water
table to rise by Δh,

Uw = S ×A×Δh. (3.9.1)

If the rise is not uniform and the storativity varies from point to point, we
can always divide the balance area into N sub-areas, such that

Uw =
N
∑

j=1

Sj × Aj × (Δh)j . (3.9.2)

Obviously, excess of outflow over inflow produces a drop in the water table,
or in the piezometric surface.

3.10 Regional Groundwater Balance

We can now summarize the regional groundwater balance by the following
equation
{

Groundwater
inflow

}

−
{

Groundwater
outflow

}

+
{

Natural
replenishment

}

+
{

Return
flow

}
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+
{

Artificial
recharge

}

+
{

Inflow from
streams and lakes

}

−
{

Spring
discharge

}

−
{

Evapo−
transpiration

}

−
{

Pumpage and
drainage

}

=
{

Increased volume
stored in aquifer

}

, (3.10.1)

where all terms are expressed as volume of water during the balance period.
Obviously, not all terms appear in all cases.

The various terms appearing in (3.10.1) can be calculated (better, esti-
mated) for a specified aquifer domain as follows:

• Groundwater inflow and outflow through the domains boundaries : This
subject is discussed in Subs. 3.1.1. We need values of aquifer transmissivity.
Either this information is available (say from pumping tests), or the value
of this coefficient is an unknown, the value of which should be determined
as part of the calibration process.

• Natural replenishment : This term is discussed in Sec. 3.2. Often, (3.2.1) is
employed, with P taken from precipitation records, and Po and α regarded
as unknown coefficients to be determined by the calibration process.

• Return flow (from irrigation): This subject is discussed in Sec. 3.3. We
need data on the annual rate of irrigation over the area, and an estimate
on the fraction of it that is not consumed by the vegetation. Again, this
fraction can be estimated, or considered a calibration factor.

• Artificial recharge: This subject is discussed in Sec. 3.4. Here we use ac-
tual data of the volume of water recharging the aquifer through wells and
infiltration ponds.

• Inflow from streams and lakes : This subject is discussed in Sec. 3.5. In
general, this value has to be estimated.

• Spring discharge: This subject is discussed in Sec. 3.6. Here, data is avail-
able from actual measurements.

• Evapotranspiration: This subject is discussed in Sec. 3.6. Estimated evap-
otranspiration values can be obtained from data on climatic conditions,
vegetation, etc.

• Pumping and drainage: Data on pumping is usually available from di-
rect measurements, or estimated from information on crops and irrigation
practices. Information on drainage has to be estimated.

• Increased volume stored in aquifer : This subject is discussed in Sec. 3.9.
The coefficient of aquifer storativity, is either known or has to be estimated
by calibration.



Chapter 4

GROUNDWATER MOTION

As part of the hydrological cycle (Subs. 1.1.1), water from precipitation infil-
trates through ground surface and percolates, primarily downward, through
the unsaturated zone, or vadose zone, until it reaches a water table. The
source of the infiltrating water may also be irrigation, or infiltration ponds
for the purpose of artificially recharging an underlying aquifer.

The objective of this chapter is to present the basic laws that govern the
flux of fluids in the saturated zone under isothermal conditions. The dis-
cussion on the movement of fluids in the unsaturated zone is presented in
Chap. 6. As everywhere in this book, the entire discussion in this chapter,
except in Subs. 4.2.2, is at the macroscopic level introduced in Sec. 1.3.
Thus, all variables and parameters in this chapter are assumed to be macro-
scopic quantities defined everywhere in a porous medium domain regarded
as a continuum. No special symbol is used to indicate this fact. We shall
start from the empirical law suggested by Henri Darcy (1803-1858) in 1856,
and then extend this law to three dimensions and to inhomogeneous and
anisotropic porous media. The range of validity of Darcy’s law is also dis-
cussed. Although Darcy’s law was originally introduced by Darcy (1856) as
an empirical (macroscopic) law, we shall also briefly mention its physical ori-
gin as a momentum equation at the microscopic level, and the derivation of
its macroscopic counterpart by volume averaging. We shall then implement
the mathematically more rigorous homogenization technique to develop the
macroscopic flux law. Only the case of constant fluid density is considered in
this chapter. The case of density-dependent fluid is discussed in Subs. 9.3.1.

4.1 Darcy’s Law

4.1.1 Empirical law

Henri Darcy, the water engineer of Dijon, a city in the southern part of France,
investigated the flow of water through vertical, saturated, homogeneous sand
filters (columns) for the water for the city’s fountains. Figure 4.1.1 shows
the original experimental setup used by Darcy to reach his empirical law.
From his experiments (Darcy, 1856), Darcy concluded that the rate of flow
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Figure 4.1.1: Darcy’s column experiment. (After Darcy, 1856)

(= volume of water passing per unit time), Q, through a homogeneous sand
column of constant cross-sectional area is:

• proportional to the cross-sectional area of the column, A,
• proportional to the difference in water level elevations, h(1) and h(2), at

the inflow and outflow reservoirs of the column, respectively, and
• inversely proportional to the column’s length, L.

When combined, these conclusions give the famous Darcy’s formula (or law)1

Q = KAh
(1) − h(2)

L
, (4.1.1)

1 Prof. T.N. Narasimhan of University of California, Berkeley, comments (Private commu-
nication) that Henri Darcy’s fundamental contribution was to extend the one-dimensional
linear flux law, already known for viscous flow in tubes (e.g., in the form of Poiseuille’s
(1799-1869) law) for viscous flow in capillary tubes, to natural earth materials, and to ac-
count for gravity in addition to pressure. He realized that the conductivity (or, resistance)

for natural earth materials, must be obtained empirically. (See also Narasimhan (1998).)
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Figure 4.1.2: Flow in an inclined porous medium column.

where the coefficient of proportionality, K, called hydraulic conductivity (dims.
L/T), is discussed in detail in Subs. 4.1.3. Introducing the definition of specific
discharge, defined as the volume of water passing through a unit area of
porous medium cross-section, in the direction normal to the latter, per unit
time,

q =
Q

A
, (4.1.2)

we can rewrite (4.1.1) in the form:

q = K
hinflow − houtflow

L
. (4.1.3)

Although Darcy’s law was derived from experiments on a vertical column,
we can easily extend the basic principles to the case of one-dimensional flow
in the inclined column of saturated, homogeneous porous medium shown
in Fig. 4.1.2. In this figure, the elevations h(1) and h(2) represent also the
piezometric heads (dims. L) in the respective reservoirs, defined as

h = z +
p

ρg
, ρg = γ, (4.1.4)

where z is the elevation of the point at which the piezometric head is being
considered, above some datum level, p, ρ and γ are the fluid’s pressure, mass
density, and specific weight, respectively, and g is the gravity acceleration.

The total mechanical energy per unit weight of fluid at a point within a
porous medium domain, htotal, often referred to as total head, is expressed by

htotal = z +
p

ρg
+ β

V 2

2g
, (4.1.5)

(a) (b) (c)
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Figure 4.1.3: The piezometric head measured in an observation well.

where V is the magnitude of the fluid’s (intrinsic phase average) velocity, and
β is a coefficient introduced by the averaging process. Thus, the mechanical
energy (per unit weight of fluid) is made up of three parts:

(a) Potential energy per unit weight (dims. L), also referred to as elevation
head, z, resulting from the elevation of the point above some datum level.

(b) Pressure energy per unit weight, or pressure head, p/ρg (dims. L),
resulting from the pressure in the fluid.

(c) Kinetic energy per unit weight, βV 2/2g (dims. L), associated with the
fluid’s velocity. In most cases of flow through porous media, the kinetic
energy head is much smaller than the pressure one, due to the very low
velocity of the fluid.

Figure 4.1.3 shows the piezometric head, h, measured in an observation
well, with respect to the same datum level as the elevation, z. It expresses
the sum of the potential energy and the pressure energy per unit weight of
fluid.

An observation, or monitoring, well is a device used for measuring the
piezometric head , defined in (4.1.4), at a point within an aquifer. It is also
called a piezometer. It can be briefly described as a vertical pipe (= cas-
ing) inserted down to the point where the piezometric head measurement is
required. The portion of the pipe that is located at the elevation at which
this measurement is required, is slotted, perforated, or screened, and is often
surrounded by a gravel pack to prevent clogging. In this way, we enable a
good hydraulic connection between water in the pipe (= well) and water in
the formation. The elevation of the water surface inside the well gives the
piezometric head at the location of the screen.
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By measuring the piezometric heads at a number of spatially distributed
observation wells tapping the same aquifer, a contour map can be drawn of a
surface called the piezometric surface. The elevation of this surface at a point
in the horizontal plane gives the piezometric head in the aquifer at that point.
The phreatic surface is also a piezometric surface. In a given flow domain,
the surface composed of all the points at which the piezometric head has the
same value is called a equipotential surface.

To complete the picture, in a compressible fluid, ρ = ρ(p), and the pressure
head is expressed by

∫ p

po

d p

gρ(p)
,

where po is some reference pressure. This expression indicates that the pres-
sure energy stored in the fluid per unit weight of fluid is obtained from the
work done in compressing the fluid. For such a fluid, it is common to define
a piezometric head, h∗, often called Hubbert’s potential (Hubbert, 1940):

h∗ = h∗(x, t) = z +
∫ p

po

d p

gρ(p)
. (4.1.6)

In Sec. 4.2, we shall make use of Hubbert’s potential to introduce Darcy’s
law for a compressible fluid.

Note that although the piezometric head, h, is often referred to by ground-
water hydrologists as a ‘potential’, or a ‘groundwater potential’, it is actually
not a potential in the mathematical sense. A function ΦE is said to be a
‘flux potential of E’ if the flux of E, qE, at every point within a considered
(here, porous medium) domain, is given by qE = −∇ΦE (Bear and Bachmat,
1990, p. 67). When this relationship is valid, the flow of E is irrotational,
i.e., ∇× ΦE = 0, and ΦE is a harmonic function, i.e., satisfying the Laplace
equation, ∇2ΦE = 0. Also the integral

∮

ΦE ds = 0., for any closed curve
within the domain.

In a homogeneous isotropic porous medium domain, with constant fluid
density, where Darcy’s law is q = −K∇h ≡ −∇ (Kh) (see Subs. 4.1.2), we
may refer to Kh as a potential (or to h as a pseudo-potential). Then Hubbert’s
potential, where ρ = ρ(p), is also a (pseudo)potential. However, in the general
case of ρ = ρ(p, c, T ), where c is solute concentration and T is temperature,
z + p/gρ is not a potential.

With the definition of h as energy per unit weight of water, the energy
loss, h(1) − h(2), in (4.1.1), is due to friction in the flow through the narrow
tortuous paths of the porous medium; changes in the kinetic energy have
been neglected as being much smaller than those in piezometric head.

Although, originally, Darcy’s law in the form of (4.1.1), or (4.1.3), was
derived from experiments on a finite length column, we can extend Darcy’s
conclusion to what happens at a point along a column. To achieve this goal,
consider flow in a segment of a stream-tube in three-dimensional space aligned
in a direction indicated by the unit vector 1s (Fig. 4.1.4). The piezometric
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Figure 4.1.4: A stream-tube in three-dimensional space.

head varies along the stream-tube (≡ ‘column’), i.e., h = h(s). Let us con-
sider a segment of this column of length Δs along the s-axis, between the
coordinates s− Δs

2 , and s + Δs
2 . For this case, (4.1.3) takes the form:

qs(s) = K
h
∣

∣

s− Δs
2
− h

∣

∣

s+ Δs
2

Δs
, (4.1.7)

where the subscript s in qs indicates that the flow is in the s-direction. In the
limit, as Δs→ 0, we obtain

lim
Δs→0

h
∣

∣

s−Δs
2
− h

∣

∣

s+ Δs
2

Δs
= −dh

ds
, (4.1.8)

and (4.1.7) reduces to

qs = −K
dh

ds
≡ KJs, (4.1.9)

where qs is considered positive in the positive direction of the s-axis, and Js
is defined by

Js = −dh
ds

. (4.1.10)

In the one-dimensional flow considered so far, the derivative dh/ds expresses
the slope of the piezometric line, h = h(s), with a positive value indicating
a rising function, h = h(s), and a negative value indicating that h decreases
with s. We refer to J as the hydraulic gradient.

Equation (4.1.9) states that the flow takes place from a higher piezometric
head to a lower one, and not necessarily from a higher to a lower pressure.
For example, in the case shown in Fig. 4.1.2, p(1) < p(2), i.e., the flow is in
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the direction of increasing pressure; however, it is the direction of decreasing
piezometric head. It is only in the special case of horizontal flow, where
z1 = z2, that we may write

Q = KAp1 − p2

ρgL
. (4.1.11)

It should be emphasized that Darcy’s law (4.1.9), expressed in terms of the
piezometric head, h, is valid only for a fluid of constant density. When the
fluid’s density varies, because of variations in pressure, concentration of dis-
solved matter, or temperature, the hydraulic gradient, J , should not be used
as a driving force. Instead, as we shall suggest in Sub. 9.3.1, the state variable
to be used in the motion equation is the pressure.

So far, we have been discussing the fluid’s specific discharge. However,
when considering the transport of a solute dissolved in the moving fluid
(Chap. 7), we need to know the fluid’s velocity. Actually, as shown in
Fig. 4.1.5, at the microscopic level, flow takes place only through part of
the cross-sectional area of the porous medium, the remaining part being oc-
cupied by the solid matrix , or solid skeleton, of the porous medium. Because
it can be shown (Delesse, 1848; Bear and Bachmat, 1990 p. 37) in all but ex-
ceptional cases, that the average areal porosity equals the volumetric one, φ,
the portion of the areaA available to flow is φA, where φ denotes the porosity
(= volume of voids per unit volume of a porous medium sample). Accord-
ingly, the average velocity, V , of a fluid flowing through a porous medium is
given by

V =
Q

φA =
q

φ
. (4.1.12)

This velocity is sometimes called the seepage velocity. As explained in
Subs. 4.1.5, the velocity as defined above is the mass-averaged velocity of
the fluid.

Sometime, part of the void space is unavailable to fluid flow, or almost so,
due to dead-end pores in which the fluid is (practically) immobile. We then
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define an effective porosity, φeff , and use it to determine the velocity,

V =
Q

φeffA =
q

φeff
. (4.1.13)

Note how we make a very clear distinction between specific discharge and
velocity.

4.1.2 Extension to three-dimensional space

In the preceding section, we have extended Darcy’s law from the original
vertical column (Fig. 4.1.1) to an inclined straight column (Fig. 4.1.2), and
then to a short segment of a curved stream-tube (Fig. 4.1.4) in a three-
dimensional space. Now, we are ready to extend the law to the general three-
dimensional case.

Consider flow in a three-dimensional porous medium domain. We focus
our attention on a (possibly curved) streamline and identify a stream-tube of
infinitesimal cross-section around it (Fig. 4.1.4). The stream-tube serves just
like the ‘column’ in the figure. The piezometric head, h, varies with distance,
s, along the stream-tube, i.e., h = h(s), with a derivative dh/ds, in the s-
direction. In this way we have established the relationship h = h(s), and
its derivative, dh/ds, in the s-direction in a three-dimensional context. The
specific discharge in the s-direction, qs, which is now marked as a vector qs,
takes place in the direction of the hydraulic gradient, i.e., opposite to the
direction of the gradient of h (≡ gradh).

As demonstrated in Fig. 4.1.4, let 1s denote a vector in the three-
dimensional Cartesian space in x, y and z coordinates. We can replace the
(scalar) gradient (Js ≡ −dh(s)/ds) by the hydraulic gradient vector, J ,
which can be decomposed into three components: −∂h/∂x, −∂h/∂y, and
−∂h/∂z. In other words, J , is equal to the negative of the gradient vector,
gradh (≡ ∇h). Similarly, the specific discharge qs in the 1s direction can be
decomposed into three components qx, qy and qz.

Given a spatial distribution h = h(x, y, z), the vector ∇h at a point
(x, y, z), indicates, in direction and magnitude, the steepest ascent of the
function h = h(x, y, z) at that point. It is a vector that is everywhere nor-
mal to the surfaces h = constant. Figure 4.1.6 gives an illustration of a two-
dimensional field h(x, y); its magnitude is plotted as the surface in Fig. 4.1.6a.
The arrow indicates the direction of steepest ascent. The flow will take place
in the opposite direction, i.e., ‘downhill’, in the direction of steepest descent.
Figure 4.1.6b presents the same idea in a two dimensional contour plot of
constant h values. The arrows indicate both the magnitude and the direction
of the gradient, which must be perpendicular to the constant head line (or
surface in three dimensions).

With the above illustration, we are now ready to write Darcy’s law in three
dimension. In fact, we can extend the above discussion to include also time,
with h = h(x, y, z, t). At any point in a three-dimensional porous medium
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Figure 4.1.6: The concept of gradient: Plot of piezometric head h(x, y): (a)
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domain, at any time t, given the value of K(x, y, z) at that point and the
spatial distribution of the piezometric head, h = h(x, y, z, t), the extended
Darcy’s law, can be written in the form:

qx = −K(x, y, z)
∂h

∂x
, qy = −K(x, y, z)

∂h

∂y
, qz = −K(x, y, z)

∂h

∂z
. (4.1.14)

Note that we have emphasized that we take the value of K at the consider
point, (x, y, z). In this way, we have, actually, extended Darcy’s law also to
the case of an inhomogeneous porous medium domain, where K = K(x, y, z).
In the compact vector form:

q = −K(x, y, z)∇h ≡ −K(x, y, z)J . (4.1.15)

Darcy’s law (4.1.15), expressed in terms of the piezometric head, h, is
valid only for a fluid of constant density. Variable density is discussed in
Subs. 9.3.1). The mass flux is expressed by ρq.
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4.1.3 Hydraulic conductivity

The coefficient of proportionality, K, appearing in Darcy’s law (4.1.1) is called
the hydraulic conductivity of the porous medium. In an isotropic porous
medium (Subs. 4.1.4), this equation may be used to define it as the spe-
cific discharge per unit hydraulic gradient. It is a scalar that expresses the
ease with which a fluid flows through the tortuous void space. It is, therefore,
a coefficient that depends on both matrix and fluid properties. As demon-
strated in Subs. 4.2.2, the relevant fluid properties are the density, ρ, and
the dynamic viscosity, μ (or in the combined form of the kinematic viscosity,
ν (= μ/ρ)). For water at 15◦C, μ = 1.139 × 10−6m2/s = 1.139 centipoise.
The relevant solid matrix properties are, for example, grain- or pore-size dis-
tribution, shape of grains or pores, tortuosity of passages, specific surface,
and porosity. Bear and Bachmat (1990) show that in saturated flow, the hy-
draulic radius of the fluid filled void space is the characteristic length that
determines the hydraulic conductivity. The effects of the various solid matrix
(actually, void space) features are combined in the form of a coefficient called
permeability.

The hydraulic conductivity, K, can then be expressed as

K = k
ρg

μ
=

kg

ν
, (4.1.16)

where g is the gravity acceleration, μ and ν are the dynamic and kinematic
viscosities of the fluid, respectively, and k (dims. L2) is the permeability, or
intrinsic permeability, of the porous medium. It is a coefficient that depends
solely on the properties of the configuration of the void space and not on
those of the fluid.

Various units are used in practice for the hydraulic conductivity, K. Some
hydrologists prefer the unit m/d (meters per day). Soil scientists and geotech-
nical engineers often use cm/s (centimeters per second). In SI units, m/s (me-
ters per second) is used. In the United States and other countries that use
the English system of units, hydrologists use ft/d (feet per day) and gal/d-ft2

(gallons per day per square foot). Representative values of hydraulic conduc-
tivity are given in Fig. 4.1.7.

The permeability, k, is measured in the metric system in cm2, or in m2.
Petroleum engineers use the unit darcy, defined by

1 darcy =
1 cm3/s/cm2 × 1 centipoise

1 atmosphere/cm
, (4.1.17)

with 1 darcy = 9.87 × 10−9cm2. This is obtained from Darcy’s law for hor-
izontal flow: q = −(k/μ)[(Δp)/L]. Figure 4.1.7 includes also permeability
values.

Numerous formulæ that relate permeability to various geometric prop-
erties of the solid matrix are presented in the literature. Some are purely
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Permeability

Aquifier
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Stratified clayPeat Unweathered clay

Pervious Semipervious Impervious

–log10 · K(cm/sec)     –2 –1    0           2 3 4 5 6 7 8 9 10 11 1
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Clean
gravel

Very fine sand, 
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solonetz

Oil 
rocks
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or sand and 
gravel
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8 7 6 5 4 3 2 1 0 –1 –2 –3 –4 –5log10 k(md)

Figure 4.1.7: Representative values of hydraulic conductivity (for water at
20◦C) and permeability for selected soils (Bear et al., 1968).

empirical, as, for example,
k = Cd2, (4.1.18)

where C is a dimensionless coefficient and d is an effective grain diameter,
say, d10 (i.e., 10% of the grains by weight are smaller than this diameter).
Krumbein and Monk (1943) suggested C = 6.17× 10−4. Although this is an
empirical formula, the dependence on the square of a characteristic length
of the pore space can be justified by a theoretical analysis (e.g., Bear and
Bachmat, 1990).

Another example is the Fair and Hatch (1933) formula, developed from
dimensional considerations, and verified experimentally,

k =
1
β

[

(1− φ)2

φ3

(

α

100

∑

(m)

Pm
dm

)2]−1

, (4.1.19)

where β is a packing factor, found experimentally to be 5, α is a sand shape
factor, varying from 6 for spherical grains to 7.7 for angular ones, Pm is
the weight percentage of sand held between adjacent sieves, and dm is the
geometric mean diameter of the adjacent sieves.

An often used formula for permeability is the Kozeny-Carman equation:

k = Co
φ3

(1 − φ)2(Σvs)2
, (4.1.20)

where Σvs is the specific surface area of the solid (defined per unit volume of
solid matrix), and Co is a coefficient for which Carman (1937) suggested the
value 0.2. Often, 1/(Σvs)2 is replaced by d2, with d = mean grain size.
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Under certain conditions, the permeability may vary with time. Such
a change may be caused by compaction of a layer due to external loads.
Clogging by precipitation or dissolution of minerals, filtration of fine-grained
solids, or swelling of clay may also produce changes in the structure and tex-
ture of the solid matrix. When a soil contains argillaceous material, drying
of the soil may shrink the clay, especially bentonite, causing the permeability
to air of the dried soil to be higher than to water before drying. Freshwater
replacing saltwater in a soil sample may cause the clay to swell, thereby re-
ducing the permeability. Biological activity in the void space may produce
biomass that tends to fill the void space, thus reducing the permeability with
time.

4.1.4 Extension to anisotropic porous media

When, at a given point, the permeability is independent of direction, the
porous medium at that point is said to be isotropic. Otherwise, the porous
medium is referred to as anisotropic with respect to permeability.

For an anisotropic porous medium, Darcy’s law takes the form:

qx = KxxJx + KxyJy + KxzJz ,
qy = KyxJx + KyyJy + KyzJz, (4.1.21)
qz = KzxJx + KzyJy + KzzJz.

Equation (4.1.21) expresses a linear relationship between the x−, y−, and
z−components, qx, qy, qz, of the specific discharge vector, q, and the compo-
nents Jx, Jy, Jz , of the hydraulic gradient, J . These two sets of components
are related to each other by nine coefficients, Kxx, Kxy, etc. Together, these
coefficients represent the hydraulic conductivity of the porous medium. In a
heterogeneous medium, each of these coefficients may vary in space.

One may regard (4.1.21) just as the most general linear relationship be-
tween the ‘driving force’, which is the hydraulic gradient, J , and the resulting
fluid flux, q. However, it is also possible to obtain (4.1.21) from first princi-
ples, as discussed in Sec. 4.2

The component Kij may be interpreted as the contribution to the specific
discharge in the ith direction, qi, produced by a unit component of the hy-
draulic gradient in the jth direction, Jj . The total specific discharge in any
direction is the sum of the partial specific discharges in that direction caused
by Jx, Jy, and Jz. This is a consequence of the microscopic structure of the
tortuous pore space (Bear, 1972, p. 111).

The nine K-coefficients appearing in (4.1.21) are components of the second
rank tensor of hydraulic conductivity of an anisotropic porous medium. A
detailed discussion on the nature and use of second rank tensors is beyond
the scope of this book. We’ll try to minimize the use of the theory of tensor
analysis. The reader is referred to texts on tensor analysis, such as Morse and
Feshbach (1953) and Aris (1962).
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Nevertheless, let us say a few words about tensors. In Civil and Mechanical
Engineering, we encounter the concept of stress, defined as force per unit
area. However, dividing the vector force by the vector area, which has a
magnitude and a direction perpendicular to the tangent plane of the surface,
is not permitted. Instead, we may say that a force vector, F, is obtained by
the product of stress, σ, and the area vector A

F = σ ·A . (4.1.22)

The stress, σ, is then said to be a second rank symmetric tensor. In fact,
whenever two vectors (e.g., F and A above) are related to each other by a
relationship like (4.1.22), in which the dot (·) denotes a product (contraction),
the term represented by σ is a second rank tensor; this includes a scalar
regarded as a zeroth rank tensor.

Another (more mathematical) way to explain what is a tensor, is to refer
to its behavior under rotation of the coordinate system. We recall that when
we consider a force (vector) in a three-dimensional space, and rotate the co-
ordinates, the force itself is not changed by the fact that we have rotated the
coordinate system. Only the components of the vector vary as a consequence
of this rotation. In mathematics, a certain rule expresses the relation between
the magnitude of a vector component before and after rotation of the coor-
dinate system. We may now turn this statement around and state that any
three numbers that, under rotation of coordinates, behave according to this
mathematical rule are components of a vector. Similarly, any 9 numbers that,
under rotation of the coordinate system, behave according to the rule that
defines the change in magnitude of the components of a second rank tensor,
are components of such a tensor.

A vector (three components in a three-dimensional space) may be con-
sidered as a first rank tensor, while a scalar (one component) is a zeroth
rank tensor. Then, in a three-dimensional space, a second rank tensor has 9
components.

In vector notation, we use the sans serif boldface symbol, here, K, to
denote the second rank tensor of hydraulic conductivity. We use the regular
sans serif symbol to denote the scalar components of a tensor and the scalar
value of a (second rank) tensorial property of an isotropic porous medium.
The components of K in a three-dimensional space, can be written in the
matrix form:

K =

⎡

⎣

Kxx Kxy Kxz
Kyx Kyy Kyz
Kzx Kzy Kzz

⎤

⎦ , (4.1.23)

and in a two-dimensional space as:

K =
[

Kxx Kxy
Kyx Kyy

]

. (4.1.24)
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The hydraulic conductivity tensor, Kij , is symmetric, i.e., Kij = Kji, and
positive definite. This means that actually only six distinct components are
needed to fully define it in a three-dimensional domain. If the principal di-
rection are known, then only three distinct coefficients are required to fully
define the hydraulic conductivity tensor in a three-dimensional space, as three
angles are required to define the principal directions (two angles to define one
direction, one additional angle for the second direction, and the third direc-
tion is automatically determined). In two dimensions, three coefficients are
needed, but only two if we know the directions of the principal axes (only one
angle is needed to define the two orthogonal directions in two-dimensional
space). The fact that the tensor Kij that appears in (4.1.21) is symmetric
is a consequence of the Onsager reciprocal relationship (e.g., de Groot and
Mazur, 1962), which is applicable to cases in which a force that produces a
flux of one extensive quantity produces also fluxes of other extensive quanti-
ties. Here, each of the 3 components of the hydraulic gradient, which is the
driving force, contributes to each of the three flux components. It is inter-
esting to note that we may have cases with Kij ≤ 0 for i �= j. This is a
consequence of the positiveness of the principal minor: in 2-D we have the
following relationships

K11K22 − K2
12 ≥ 0, ⇒ −

√

K11K22 ≤ K12 ≤
√

K11K22. (4.1.25)

Note that in an anisotropic porous medium, the information on the six in-
dependent coefficients that define the hydraulic conductivity tensor can be
transformed into three principal directions and three K-values (= principal
values) in these directions.

Equations (4.1.21) may be written in several compact forms. For example,
they may be written in the compact vector form:

q = K ·J ≡ −K · ∇h, (4.1.26)

i.e., expressing q as a scalar (or dot) product of the hydraulic conductivity
tensor, K, and the hydraulic gradient vector, J (≡ −∇h), or, in indicial
notation for an orthogonal coordinate system as:

qi = KijJj ≡ −Kij
∂h

∂xj
, (4.1.27)

where the subscripts i and j indicate xi and xj , respectively, with x1 ≡ x,
x2 ≡ y, and x3 ≡ z. In writing (4.1.27), we have made use of Einstein’s
summation convention (or double index convention) according to which a
subscript (or superscript) repeated twice and only twice in any product or
quotient of factors is summed over the entire range of values of that subscript
(or superscript), i.e., i, j = 1, 2, 3 and 1, 2 for three- and two-dimensional
spaces, respectively. Thus, in three dimensions,
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KijJj ≡
3
∑

j=1

KijJj = Ki1J1 + Ki2J2 + Ki3J3.

In this book, we shall often write equations in their compact vector form.
Although only scalars are used when actually making calculations, the ad-
vantage of writing the more compact vector equations (in addition to their
conciseness) is that given a problem, they can easily be rewritten in the coor-
dinate system, say cartesian, radial, cylindrical, etc., that is suitable for that
problem. Note that although the physical nature of the hydraulic conductiv-
ity tensor, K, at a point within an anisotropic porous medium is independent
of the coordinate system used, its mathematical representation in terms of
the value of tensor components, Kij , does depend on the chosen coordinate
system.

Textbooks on tensor analysis (Aris, 1962) give the rules for transforming
these components from one coordinate system to another: the components
Kij , i, j = 1, 2, 3 of the second rank tensor, K, in the coordinate system
(x1, x2, x3), are transformed into K ′

ij in the coordinate system (x′1, x
′
2, x

′
3),

according to the transformation rule

K′
ij =

∑

(m)

∑

(n)

Kmn cosαmi cosαnj , (4.1.28)

in which αmi denotes the angle between the axes 0xm and 0x′i. They also
show that it is always possible to find three mutually orthogonal directions in
space such that when these directions are chosen as the coordinate system for
expressing the components Kij , we find that Kij = 0 for all i �= j and Kij ≥ 0
for i = j. These directions in space are called the principal directions of the
hydraulic conductivity of the anisotropic porous medium. In a heterogeneous
porous medium domain, the principal directions may vary from point to
point.

Thus, for example, in two dimensions, the transformation from any coor-
dinate system, (x, y) to the principal coordinate system, (x′, y′), is given by
the relationship

K′
x′x′

K′
y′y′

=
Kxx + Kyy

2
±
[

(

Kxx − Kyy
2

)2

+ K2
xy

]1/2

. (4.1.29)

The angle of rotation needed to reach the principle axes is given by

α =
1
2

tan−1 2Kxy
Kxx − Kyy

. (4.1.30)

When K′
x′x′ and K′

y′y′ , and xy are the cartesian coordinates rotated clockwise
by an angle α, with respect to x′y′, we obtain:
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Kxx
Kyy

=
K′
x′x′ + K′

y′y′

2
± K′

x′x′ − K′
y′y′

2
cos 2α,

Kxy = −K′
x′x′ − K′

y′y′

2
sin 2α. (4.1.31)

When the principal directions are aligned with a selected coordinate system,
(4.1.23) and (4.1.24) may be represented in matrix form as:

[K] =

⎡

⎣

Kxx 0 0
0 Kyy 0
0 0 Kzz

⎤

⎦ , and [K] =
[

Kxx 0
0 Kyy

]

, (4.1.32)

respectively, so that (4.1.21) reduces to

qx = KxxJx, qy = KyyJy, qz = KzzJz. (4.1.33)

Because the hydraulic conductivity is related to the permeability by the scalar
factor ρwg/μw, the permeability of an anisotropic porous medium is also a
second rank tensor, k.

4.2 Darcy’s Law as Momentum Balance Equation

Darcy’s law is a fundamental building block of modeling flow and solute trans-
port through porous media. As presented in Sec. 4.1, originally, Henry Darcy
(1856) suggested this law on the basis of sand column experiments aimed at
determining the relationship between the flux through a sand column and
the difference in head imposed across that column. However, over the years,
and especially in the last few decades, a number of researchers have noted
that Darcy’s law is actually a motion equation for a fluid in the void space.
Hence, following the practice in hydrodynamics, it should be expressed as
a momentum balance equation. In hydrodynamics, the momentum balance
equation is considered at the microscopic level (Sec. 1.3), i.e., at points in-
side a fluid continuum. In the case of a porous medium, the hydrodynamic
approach means considering what happens at points inside the fluid that oc-
cupies the void space, or part of it. of course, this is not a practical approach
for modeling flow through a porous medium domain, as we have no way of
describing the geometry of the fluid occupied domain within the void space.
To obtain a practical flux law for a porous medium, the microscopic motion
equation needs to be transformed into a macroscopic one by some averaging
technique.

As discussed in Chap. 1, there are three major approaches that can be
used to transform the microscopic physical laws, e.g., balance equations of
extensive quantities, such as mass, momentum and energy, into their macro-
scopic counterparts for practical application purposes: (1) the representative
elementary volume (REV) averaging approach (Subs. 1.3.3), (2) the homog-



Momentum Balance Equation 125

enization approach (Subs. 1.3.5), and (3) the mixture-theory approach (de
Boer, 2000). A variety of simplifying assumptions and constraints are intro-
duced in each of these three approaches; hence, the resulting macroscopic
laws depend on the selected set of underlying assumptions. A complete re-
view of these three approaches is beyond the scope of this book. See, for
example, Bear (1972), Bear and Bachmat (1986, 1990), Bowen (1984), and
Hassanizadeh (1986) for the REV averaging approach, Ene and Polǐsevski
(1987), Mei and Auriault (1989), Hornung (1997), and Chen et al. (2001), for
the homogenization approach, and Bowen (1980) and de Boer (2000) for the
mixture-theory approach. In this section, we shall consider only the momen-
tum balance equation, leading to Darcy’s law. We shall start (next subsection)
by introducing the momentum balance equation at the microscopic level and
lead to Darcy’s law by volume averaging. Then in Subs. 4.2.2, we shall derive
Darcy’s law by homogenization. Furthermore, in Subs. 4.2.3, we shall make
use of the development of the macroscopic mass balance equation for the fluid
in order to derive an expression for the equivalent, or effective hydraulic con-
ductivity of a heterogeneous (with respect to hydraulic conductivity) porous
medium domain.

All three techniques—volume averaging, homogenization, and mixture-
theory—have a common objective, namely to smooth out the effects of the
(geometrical) heterogeneity at the microscopic level (produced by the pres-
ence of solids and pores) on the description of flow and other phenomena
of transport, by passing to a the macroscopic level of description. Let us
start with a brief presentation of Darcy’s law as derived by volume averag-
ing. More about volume averaging can be found, for example, in Bear (1972),
Bowen (1984), Hassanizadeh (1986), Bear and Bachmat (1986, 1990), Mei
and Auriault (1989), and Hornung (1997).

4.2.1 Darcy’s law by volume averaging

The starting point is always the microscopic differential balance equation of
linear momentum of a phase, written in the (vector) form as:

∂
∂tρV = −∇ · ρVV + ∇ · σ + ρF,

(a) (b) (c) (d)
(4.2.1)

where ρ is the fluid’s density, F is the body force, usually, due to gravity,
and σ denotes stress (= minus the diffusive flux of momentum). Thus, by
comparison with the law of momentum conservation, we recognize that

(a) = rate of accumulation of momentum,
(b) = rate of momentum gained by advection,
(c) = rate of momentum gained by diffusive momentum transfer,
(d) = rate of supply of momentum by the body force,

and all terms are per unit volume of the phase.
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By averaging this momentum balance equation over the fluid volume
within an REV (e.g., Bear and Bachmat, 1990, p. 162), and introducing
the assumptions:

• The fluid is Newtonian.
• Inertial forces are negligible relative to the viscous ones.
• The effect of momentum transfer within the fluid, as a result of (micro-

scopic) velocity gradients, is negligible, in comparison with the drag pro-
duced at the fluid-solid interface,

a simplified form is obtained for the averaged momentum balance equation.
When the fluid occupies the entire void space (i.e., saturated flow), this ex-
pression takes the form:

V −Vs = −k(x, y, z)
φμ

· (∇p + ρg∇z), (4.2.2)

where V, p, ρ, and μ denote the (intrinsic phase) average velocity, pres-
sure, density, and viscosity of the fluid, respectively, Vs denotes the (intrinsic
phase) average velocity of the solid, z is the elevation, and k is the perme-
ability tensor, which reduces to a scalar, k, in an isotropic porous medium.
In indicial notation and Cartesian coordinates, (4.2.2) takes the form:

Vi − Vsi = −kij(x, y, z)
φμ

(

∂p

∂xj
+ ρg

∂z

∂xj

)

, i, j = 1, 2, 3. (4.2.3)

Equation (4.2.2) is the general motion equation (we still refer to it as Darcy’s
law) for saturated flow of a single Newtonian fluid in an anisotropic, hetero-
geneous, deformable porous medium.

Note that the fluid’s velocity, V, in (4.2.2) is a mass-weighted one, ρV =
∑

γ ρ
γVγ , where superscript γ denotes a component in the fluid. This fact is

significant when we consider a multicomponent fluid with spatial variations
in component concentrations that produce density variations and fluxes by
molecular diffusion.

In (4.2.2), the term −(∇p + ρg∇z) represents the macroscopic driving
force, per unit volume of fluid, which produces fluid motion: the term −∇p
represents a force due to a pressure gradient, while −ρg∇z is a force due to
gravity, recalling that ∇z represents a unit vector directed vertically upward.
The (vector) sum of these two forces (Bear, 1972, p. 160) is balanced by the
drag, or resistance to flow at the solid-fluid interface, which is expressed by
−φμk−1 · (V − Vs). Written in this form, Darcy’s law states that the so-
called Stokes drag is proportional to the fluid’s velocity relative to the solid
skeleton, proportional to the fluid viscosity, and inversely proportional to the
macroscopic coefficient k/φ, which represents (at the macroscopic level) the
effect of the microscopic configuration of the void space of the porous medium
on the saturated flow.
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We wish to reiterate that the motion equation for a fluid phase, e.g., (4.2.2),
is nothing but a simplified form of the macroscopic momentum balance equa-
tion for that phase. It expresses the exchange of momentum between the fluid
and the solid phases. When the above simplifying assumptions that under-
lie Darcy’s law are not applicable, other (‘non-Darcy’) forms of the averaged
momentum balance equation are obtained; these are mentioned in Subs. 4.3.2.

Introducing the definition of specific discharge relative to the solid

qr ≡ φ(V −Vs) ≡ φVr, (4.2.4)

equation (4.2.2) becomes

qr = − k

μ
· (∇p+ ρg∇z). (4.2.5)

In this equation, the fluid’s density, ρ, may depend on pressure, concentration
of components and temperature.

For a compressible fluid, ρ = ρ(p), the right hand side of (4.2.5) reduces
to

qr = −K · ∇h∗, (4.2.6)

where K = kρg/μ, and h∗ is Hubbert’s potential defined by (4.1.6). For a
constant ρ, the right-hand side reduces to −K · ∇h.

When a gaseous phase flows at a low pressure through very small pores,
the mean free path of the molecules is of the order of magnitude of the pore
size, and the no slip condition (at the microscopic fluid-solid interface) is
no longer valid (Knudsen, 1934). Klinkenberg (1941) suggested the following
expression for gas permeability under such conditions:

kg = k�(1 + 4cλ/r) = k�(1 + b/p), (4.2.7)

where kg and k� (< kg) denote gas and liquid (or high density gas) permeabil-
ities, respectively, λ denotes the mean free path of the gas molecules under
the pressure p, c (≈ 1) is a proportionality factor, r is mean pore size, and
b = b(λ, r) is a coefficient. At high p, b/p→ 0.

When Vs = 0 (or approximately so), we denote φV by q to obtain

q = − k

μ
·
(

∇p + ρg∇z
)

. (4.2.8)

Thus, in principle, we should always use qr in the flux equation (with qr ≡
φ(V −Vs), referred to as ‘relative specific discharge’). However, as long as
it does not lead to misunderstandings, we shall continue to use the symbol
q for specific flux whenever Vs = 0, or approximated as such; under such
conditions, q ≡ φV.
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4.2.2 Darcy’s law by homogenization

The differential balance equation of linear momentum of a phase, e.g., in the
(vector) form (4.2.1), is also the starting point for the derivation of Darcy’s
law by the method of homogenization.

We introduce the assumptions:

• Locally, i.e., at every point within the domain, the fluid motion is at steady
state (i.e., the local acceleration term is negligible). We introduce this as-
sumption because our limited objective here is to demonstrate the devel-
opment of Darcy’s original law from the fundamental momentum balance
equation.

• The body force is due to gravity only.
• The solid phase is non-deformable and stationary.
• The fluid is a single-component, compressible Newtonian one, with the

viscous stress tensor described by the constitutive relation

τ = μ
(∇V + (∇V)T

)

+ λ(∇ ·V) I, τ = σ − pI, (4.2.9)

in which μ is the fluid’s dynamic viscosity, and λ is the viscosity associated
with the fluid’s compressibility.

With these assumptions, the simplified momentum balance equation is the
steady-state Navier-Stokes equation, written in vector notation as

ρ(x) (V(x) · ∇)V(x) = −∇p(x) + μ∇2V(x)
+(λ+ μ)∇ (∇ ·V(x)) + ρ(x)g, x ∈ Ωv, (4.2.10)

where p is the pressure, g is the gravity acceleration vector, and ∇, and ∇2

are, respectively, the gradient, and the Laplacian operators.
Equation (4.2.10) is applicable only to the Ωv-space occupied by the fluid

phase; the fluid quantities V, p, ρ, etc., are not defined in Ωs. Because of
the existence of the two subdomains, Ωv and Ωs, the values of these three
fluid-variables fluctuate over the Ω-space, particularly V. Some averaging,
or ‘smoothing’, is needed to produce a continuous distribution of these vari-
ables within Ω. Such a distribution is required if we wish to apply (4.2.10)
to Ω, within the framework of a continuum model, in which the averaged,
macroscopic variables are used and can be measured and coefficients can
be determined. In the subsection below, the homogenization approach (see
Subs. 1.3.5) is used to average the fluctuating (microscopic) behavior of flu-
ids within the porous medium domain as a whole. It will be shown that the
resulting (smoother) macroscopic model is Darcy’s law.

Consider the porous medium domain, Ω, characterized by the length scale
L, shown in Fig. 4.2.1. A portion of the domain, Ωs, is occupied by a solid,
while the remaining portion, Ωv, is occupied by a void space, with Ω =
Ωs + Ωv. The interface between Ωs and Ωv is denoted by Γi. The domain
is visualized as a periodic structure composed of a large number of identical



Momentum Balance Equation 129

x1
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L

y1

y2

l

Ω = Ωs + Ωv

Y = Ys + Yv

Yv

Ys

Σi

Macroscopic

Microscopic
(Periodic unit cell)

Σe

 ∂Yv = Σi + Σe

Figure 4.2.1: Periodic cells in the homogenization theory.

elementary cells, Y , each characterized by the length scale �, with the ratio
between the two scales, ε, being much smaller than 1:

ε ≡ �

L
� 1. (4.2.11)

Each Y -cell contains two parts: a solid portion, Ys, and a void space, Yv, such
that Y = Ys + Yv. The boundary of the void space domain, denoted as ∂Yv,
consists of two parts: a solid-void space interface, Σi, and the exterior surface
of Y , Σe, with ∂Yv = Σi +Σe (see Fig. 4.2.1).

As in Subs. 1.3.5, the small parameter, ε, is used as the asymptotic ex-
pansion parameter in the homogenization process. At the macroscopic scale,
i.e., at the scale associated with the length L, we define a coordinate system
x = (x1, x2, x3). At the microscopic scale, i.e., the scale associated with the
length �, we introduce a local system, y = (y1, y2, y3) (Fig. 4.2.1), with

y =
x
ε
, (4.2.12)

such that the Y -cell is scaled to unity in the y-coordinate system.
We shall examine the problem of a viscous fluid that flows through the

void space, Ωv (and Yv). For a Newtonian fluid, this flow is governed by
the Navier-Stokes equation (4.2.10), rewritten here with a superscript ε to
emphasize the solution’s dependence on the small parameter ε:

ρε(x) [Vε(x) · ∇]Vε(x) = −∇pε(x) + μ∇2Vε(x)
+(λ+ μ)∇ [∇ ·Vε(x)] + ρε(x)g; x ∈ Ωv. (4.2.13)

Note that because our objective is derive Darcy’s law, we are starting from
the Navier-Stokes equation for steady flow. The above equation is subject to
the no-slip boundary condition on Γi (i.e., the fluid sticks to the stationary
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solid surface),
Vε(x) = 0, x ∈ Γi. (4.2.14)

To obtain a solution for V, p and ρ, we need one more equation and a
constitutive relation for ρ. Accordingly, we introduce the fluid’s mass balance
equation (see any textbook on fluid mechanics, or Sec. 5.1, with reference to
a porous medium):

∇ · [ρε(x)Vε(x)] = 0, x ∈ Ωv. (4.2.15)

To be consistent with (4.2.13), the above equation describes steady state.
Next, we introduce an equation of state for the fluid’s density. We shall

assume that the density is a function of pressure only, obeying the linear
constitutive equation

ρε = ρε(pε) = ρε(po)[1 + β(pε − po)], (4.2.16)

where ρε(po) is the reference density corresponding to the reference pres-
sure po, and β is the compressibility coefficient. Altogether, we have to solve
(4.2.13), (4.2.15), and (4.2.16) for the three variables: Vε, pε, and ρε.

With the above system in mind, our goal is to find the (differential) equa-
tion, with corresponding coefficients, that describes the relation between the
average fluid velocity and average pressure in the porous medium domain,
taking into account the dependence of average density on average pressure.

We assume that each dependent variable in the above flow model can be
expanded into an asymptotic series in ε (see discussion in Subs. 1.3.5),

pε(x) = p(o)(x,y) + εp(1)(x,y) + ε2p(2)(x,y) + . . . , (4.2.17)
Vε(x) = ε2V(o)(x,y) + ε3V(1)(x,y) + ε4V(2)(x,y) + . . . , (4.2.18)
ρε(x) = ρ(o)(x,y) + ερ(1)(x,y) + ε2ρ(2)(x,y) + . . . , (4.2.19)

where x ∈ Ω and y ∈ Yv. Here, in anticipation of a two-scale solution—at
the microscopic level, and at the macroscopic one—the expansion terms have
been expressed as functions of both x and y. All quantities related to the y-
coordinates are assumed to be Y -periodic. We notice that we have formally
extended the definition of the dependent variables, Vε, pε and ρε, to the
entire domain, x ∈ Ω, and not just to the void space Ωv.

In the expansions (4.2.17)–(4.2.19), we notice that by starting from differ-
ent orders of ε-terms, the physical quantities, particularly the velocity, are
scaled differently. The selection of the scale is important as it will affect the
outcome of the analysis—different scales in the asymptotic expansion lead to
different laws (Ene and Polǐsevski, 1987). For example, the selection of the
leading term of Vε to be of the order ε0 or ε1 will cause V(o) to appear in
the highest order equation, giving the result that V(o) is independent of the
microscopic pore geometry, which is inconsistent with Darcy’s law. On the
other hand, different selections of the order of the leading term will lead to
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nonlinear laws, such as the Forchheimer law (Woodie and Levy, 1991; Chen
et al., 2001), and Brinkman law (Allaire, 1991, 1997a).

By inserting the perturbed expressions (4.2.17) and (4.2.19) into the equa-
tion of state, (4.2.16), and comparing terms of the same order in ε, we obtain

ρ(o) = ρ(po)[1 + β(p(o) − po)]; ρ(1) = ρ(po)βp(1); ρ(2) = ρ(po)βp(2); . . .
(4.2.20)

Next, we substitute (4.2.17)–(4.2.19) into the Navier-Stokes and the conti-
nuity equations, (4.2.10) and (4.2.15). We then make use of the two-scale
differentiation rule

∇ = ∇x +
1
ε
∇y, (4.2.21)

in which the subscripts indicate that the differentiation is conducted with
respect to the x- or to the y-coordinate. For example,

∇x =
∂

∂x1
i +

∂

∂x2
j +

∂

∂x3
k. (4.2.22)

With O(εi) denoting ‘order of ε to the power i’, we obtain from the Navier-
Stokes equation (4.2.10):
O(ε−1):

∇y p
(o)(x,y) = 0, (4.2.23)

O(ε0):

μ∇2
y V(o)(x,y) + (λ + μ)∇y

[

∇y ·V(o)(x,y)
]

= ∇y p
(1)(x,y) +∇x p

(o)(x,y) − ρ(o)(x,y)g, (4.2.24)

where we recall that x ∈ Ω and y ∈ Yv. From the continuity equation (4.2.15),
we find
O(ε1):

∇y ·
[

ρ(o)(x,y)V(o)(x,y)
]

= 0, (4.2.25)

O(ε2):

∇x ·
[

ρ(o)(x,y)V(o)(x,y)
]

+∇y ·
[

ρ(o)(x,y)V(1)(x,y)
]

+∇y ·
[

ρ(1)(x,y)V(o)(x,y)
]

= 0. (4.2.26)

The boundary condition (4.2.14) gives

V(o)(x,y) = V(1)(x,y) = V(2)(x,y) = . . . = 0, x ∈ Γi, y ∈ Σi. (4.2.27)

We are now ready to solve the above asymptotic expansion equations. First,
from (4.2.23), we conclude that
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p(o)(x,y) = p(o)(x). (4.2.28)

From (4.2.20), we conclude that

ρ(o)(x,y) = ρ(o)(x). (4.2.29)

Equations (4.2.28) and (4.2.29) show that the zeroth order terms (meaning
the most dominant terms in the asymptotic expansions of pressure and den-
sity, (4.2.17)–(4.2.19), are macroscopic variables. Their values change very
little within the microscopic Y -cell, to the extent that they may be consid-
ered constant, i.e., independent of y within the Y -cell. This conclusion is
not trivial, as we shall observe below that the zeroth order velocity term
depends on both x and y. The reason is that at the microscopic scale, the
velocity changes from some finite value in the flow channels (voids) to zero
at the solid wall, due to the no-slip condition mentioned earlier. In fact,
these large changes in velocity at the small (microscopic) scale are the reason
for performing homogenization, with the objective of producing a smoothed,
macroscopic velocity field.

Introducing the above relationships into the O(ε1) continuity equation
(4.2.25), we find

∇y ·V(o)(x,y) = 0. (4.2.30)

The O(ε2) continuity equation, (4.2.26), becomes

∇x ·
[

ρ(o)(x)V(o)(x,y)
]

+∇y ·
[

ρ(o)(x)V(1)(x,y)
]

+∇y ·
[

ρ(1)(x,y)V(o)(x,y)
]

= 0. (4.2.31)

With (4.2.28)–(4.2.30), the O(ε0) Navier-Stokes equation, (4.2.24), reduces
to

μ∇2
y V(o)(x,y) = ∇y p

(1)(x,y) +∇x p
(o)(x)− ρ(o)(x)g. (4.2.32)

The last two equations need to be averaged over the Y -cell in order to smooth
out the microscopic variations and to produce equations in terms of the
macroscopic x-coordinate only. This is accomplished by integration.

For example, when the integration is applied to the velocity term, V(o),
we obtain

qo(x) =
1
|Y |

∫

Yv

V(o)(x,y) dUv(y), (4.2.33)

where dUv(y) denotes an infinitesimal volume element of Yv (the void space)
with respect to the y-coordinate, and the integration is performed only over
the void domain, Yv. The symbol |Y | denotes the volume of Y , and q is the
‘homogenized’ velocity. In groundwater flow, as everywhere in this book, q is
referred to as the ‘specific discharge’ (= fluid volume passing through a unit
area of porous medium, per unit time).
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Applying the same integration to the second term in (4.2.31), and utilizing
the Gauss (divergence) theorem (see any textbook on vector analysis) to
convert the volume integral to a surface one, we obtain:

∫

Yv

∇y ·
[

ρ(o)(x)V(1)(x,y)
]

dU(y) = ρ(o)(x)
∫

∂Yv

n ·V(1)(x,y) dS(y)

= ρ(o)(x)
∫

Σi

n ·V(1)(x,y) dS(y) + ρ(o)(x)
∫

Σe

n ·V(1)(x,y) dS(y)

= 0, (4.2.34)

where dS denotes a surface element, n is the outward unit vector normal to
the surface, and ∂Yv = Σi +Σe is the boundary of Yv, which consists of two
parts: the solid-fluid interface, Σi, and a part that is exposed to the external
surface of Y , Σe (see Fig. 4.2.1). The integration over Σi vanishes because of
the no-slip condition (4.2.27); the integration over Σe also vanishes because
of the Y -periodicity condition. Similarly, it can be shown that

∫

Yv

∇y ·
[

ρ(1)(x,y)V(o)(x,y)
]

dU(y) = 0. (4.2.35)

From (4.2.33)–(4.2.35), we obtain the average of (4.2.31) in the form

∇x ·
[

ρ(o)(x)qo(x)
]

= 0. (4.2.36)

This is the macroscopic mass balance equation, or continuity equation for
steady flow in a porous medium domain. Although we have introduced here
the microscopic fluid’s mass balance equation, and obtained, as a by-product,
its macroscopic counterpart, the mass balance equation will be discussed in
detail in Chap. 5.

Next, we handle the O(ε0) Navier-Stokes equation (4.2.32). It is solved
together with (4.2.30), subject to the boundary condition (4.2.27). To solve
these equations, we first create an auxiliary problem defined for the same
geometry in the Y -cell, and with the same boundary conditions:

∇2
y w(y) = ∇y s(y)− I, y ∈ Yv, (4.2.37)

∇y · w(y) = 0, y ∈ Yv, (4.2.38)

w(y) = 0, y ∈ Σi, (4.2.39)

where w is a second rank tensor, s is a vector, and I is the second rank unit,
or identity tensor, used here as a unit forcing function. With the prescribed
pore domain Yv in the periodic cell, and the periodic boundary condition on
Σe, this is a well-posed boundary value problem that can be solved for w
and s, using certain analytical or numerical solution techniques, depending
on the geometrical complexity of the pore domain.
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We can obtain the solution for V(o), as appearing in (4.2.30) and (4.2.32),
by comparing these equations, together with the boundary condition (4.2.27),
with the system (4.2.37)–(4.2.39). We observe that the two systems are gov-
erned by the same differential operators, with the exception that the ‘forcing
term’ in (4.2.32), −(1/μ)

[∇x p
(o)(x) − ρ(o)(x)g

]

(a vector), is replaced by
the second rank unit tensor I in (4.2.37). The replacement of a vector by a
tensor also expands the dependent variable V(o) (a vector) in (4.2.32) to w
(a second rank tensor) in (4.2.37), and p(1) (a scalar) to s (a vector). Since
the partial differential equation system is linear, the solution is proportional
to the imposed forcing function. Hence, the solution for V(o) is obtained by
the following dot (or scalar) product (which leads to the contraction of the
tensor rank),

V(o)(x,y) = − 1
μ
w(y) ·

[

∇x p
(o)(x) − ρ(o)(x)g

]

, g ≡ −g∇x z, (4.2.40)

where g is the gravity acceleration, z (= x3) is the coordinate pointing in the
opposite direction of gravity (i.e., g = 0 e1 + 0 e2 − g e3).

Next,we integrate (4.2.40) with respect to the Y -cell, as in (4.2.33), to
obtain the specific discharge

qo(x) = − k

μ
·
[

∇x p
(o)(x)− ρ(o)(x)g

]

, (4.2.41)

in which
k =

1
|Y |

∫

Yv

w(y) dU(y), (4.2.42)

is the (intrinsic) permeability tensor. For the convenience of presentation,
from this point on, we shall drop the subscripts representing the zeroth order
term in (4.2.41), as well as the subscript x in the gradient operator, and
express (4.2.41) in the form

q = − k

μ
· (∇p+ ρg∇z) . (4.2.43)

Equation (4.2.43) is Darcy’s Law derived by averaging the microscopic mo-
mentum equation, using the homogenization theory.

We have, thus, shown that the motion equation for the fluid phase, (4.2.43),
is nothing but a simplified form of the macroscopic momentum balance equa-
tion for that phase. It expresses the exchange of momentum between the fluid
and the solid. When the simplifying assumptions that have been introduced
during the above development of Darcy’s law are not applicable, other forms
of the averaged momentum balance equation are obtained; examples of such
equations are presented in Subs. 4.3.2.

Let us discuss some implications of the fluid’s macroscopic momentum
equation, (4.2.43). So far, we have assumed that the fluid is incompressible;
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this is a good assumption for most groundwater flow problems, although we
do take into account the fluid’s compressibility in determining the aquifer’s
storativity (Sec. 5.1.3). Thus, with ρ = const., we rewrite (4.2.43) as:

q(x) = −ρgk
μ
· ∇

(

p

ρg
+ z

)

≡ −K · ∇h. (4.2.44)

This equation can be compared to the generalized Darcy’s law, (4.1.26) for
a three-dimensional anisotropic domain. In Darcy’s law (4.2.44), we observe
that the piezometric head, h, is related to the homogenized pressure in the
form

h =
p

ρg
+ z, (4.2.45)

which is identical to (4.1.4). We also note that the hydraulic conductivity,
K (dims. L/T), appearing in Darcy’s law is expressed in the form presented
earlier as (4.1.16).

From the definition of k in (4.2.42), and, in turn, in the definition of w in
the boundary value problem (4.2.37)–(4.2.39), it is clear that k is a property
of the pore geometry only, as no physical fluid parameters, e.g., viscosity and
density, appear in these equations.

Furthermore, w, and hence k, is a second rank tensor by virtue of the
introduction of the second rank unit tensor, I, as the forcing function in
(4.2.37). Hence, k is subject to the coordinate transformation rules described
in Subs. 4.1.4.

We also recognize that the differential operator acting on V(o) (as in
(4.2.32) and (4.2.30)) and w (as in (4.2.37) and (4.2.38)) are the same. This
operator, denoted by L, is self-adjoint, meaning that the inner product de-
fined as

〈w, V(o)〉 =
∫

Yv

w · L
{

V(o)
}

dU , (4.2.46)

has the reciprocity property (see any advanced calculus book, e.g., Greenberg,
1998)

〈w, V(o)〉 = 〈V(o), w〉. (4.2.47)

An important consequence of the above statement is that it can be proven
(Hornung, 1997) that the tensor k (based on w) is symmetric, with its compo-
nents kij = kji (see also discussion in Subs. 4.1.4 pertaining to the symmetry
of the permeability tensor k).

Another important property of k is that it is a positive definite matrix,
meaning that the principal permeabilities are all positive. This condition
prevents the physically unacceptable result of fluid moving in the direction
of increasing head gradient, violating the laws of thermodynamics.

Next, we examine the dependence of the permeability, k, on the micro-
scopic scale �. As demonstrated in Subs. 1.3.5, in the example of homoge-
nization of a differential equation with a periodic variable coefficient, the in-
fluence of � on the effective coefficient in the homogenized, large scale model
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vanishes in the limit as ε = �/L→ 0. In other words, the effective coefficient
ao is independent of the size of periodic cell, �. This however, is not the case
in the derivation of Darcy’s law. As defined by the boundary value problem,
(4.2.37)–(4.2.39), and (4.2.42), we observe that k → 0 as � → 0. Hence the
homogenization solution is an asymptotic solution, and not a limiting solu-
tion. The macroscopic coefficient k does depend on the actual size of the
microscopic cell.

We can explore the explicit dependence of k on � by observing that the
system (4.2.37)–(4.2.39) can be expressed in the non-dimensional form

∇2
y∗ w∗(y∗) = ∇y∗ s∗(y∗)− I, y∗ ∈ Y ∗

v , (4.2.48)

∇y∗ ·w∗(y∗) = 0, y∗ ∈ Y ∗
v , (4.2.49)

w∗(y∗) = 0, y∗ ∈ Σ∗
i , (4.2.50)

where y∗ = y/�, w∗ = w/�2, s∗ = s/�, and the domain Y is mapped to Y ∗ of
unit size (say, a cube of 1× 1 × 1), with corresponding partial volumes and
interfaces, Y ∗

v and Σ∗
i , etc. It is apparent that, based on the above system,

w∗ is scale independent. Its solution depends only on the geometric pattern
of the pore space, Y ∗

v , within the unit cell Y ∗. We can define a dimensionless
intrinsic permeability k∗ similar to (4.2.42), in the form

k∗ =
1
|Y ∗|

∫

Y ∗
v

w∗(y∗) dU(y∗). (4.2.51)

Thus, it becomes clear that k = k∗�2, and (4.1.16) can be expressed as

K =
ρg�2k∗

μ
. (4.2.52)

This relation shows the dependence of the hydraulic conductivity on the
square of a microscopic characteristic length, �. At the same time, k∗ is a
constant that depends on the pore or grain shape and packing pattern, e.g.,
cubic or a rhombohedral, and not on size. In a random porous medium, k∗

can be empirically related to some lumped geometrical parameters such as
porosity, grain (or pore) shape factor, and tortuosity. On the other hand,
the length scale � can be associated with quantities such as mean grain size,
hydraulic radius, or the inverse of the specific surface area. These ideas were
discussed from the empirical point of view in Subs. 4.1.3.

As demonstrated above, the homogenization theory provides a rigorous
basis for a number of empirical observations used in practice. In addition, it
substantiates the generalization of the concept of permeability as a symmet-
ric second rank tensor. The coordinate transformation rules, the existence of
principal directions, and the assurance of physically meaningful positive per-
meability coefficients, follow as rigorous consequences from the mathematical
analysis.
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The above comparison with Darcy’s law was based on the assumption
that the fluid is incompressible. For a compressible fluid, we have to return
to (4.2.43). The question is, whether there exists a ‘potential’, such that the
flux q is proportional to its gradient, i.e., proportionate to the gradient of that
potential, analogous to the piezometric head, h that appears in Darcy’s law,
(4.2.44), derived for ρ = const. In general, it is impossible to express the sum
∇p+ρg∇z, appearing in (4.2.43), as a gradient of a single potential. However,
for a single component compressible fluid, under isothermal conditions, i.e.,
for ρ = ρ(p), it can be shown (Hubbert, 1940) that such a potential does
exist. In this case we can write (4.2.43) as

q = −K · ∇h∗, (4.2.53)

where
h∗ =

∫ p

po

dp

gρ(p)
+ z (4.2.54)

is called Hubbert’s potential , and po is a reference pressure (see Subs. 4.1.1
and equation (4.1.6)). By applying the chain rule to the first term on the
right hand side, it is easy to prove that

∇h∗ = ∇
(∫ p

po

dp

gρ(p)
+ z

)

=
1
ρg
∇p +∇z. (4.2.55)

Hence, the concept of Hubbert’s potential, (4.2.54), and the extension of
Darcy’s law to a compressible fluid, (4.2.53), are firmly established on the
foundation of the microscopic momentum balance.

We shall conclude this subsection with a discussion on whether the macro-
scopic (or average) velocity of the fluid, or the specific discharge, should be
based on an area averaged velocity, or on a volume averaged one. As demon-
strated in this section, the origin of Darcy’s law is the momentum balance
equation in which the (microscopic mass weighted) fluid velocity is used to
express (the microscopic value of) the fluid’s momentum per unit volume
(= ρV). Let us focus on the derivation of Darcy’s law by homogenization.
We notice that according to (4.2.33), as well as in the continuity equation,
(4.2.36), the specific discharge, q, appearing in the derivation of Darcy’s law,
(4.2.43), is a volume average of the velocity. Based on this interpretation, the
specific discharge should be obtained by volume averaging.

However, in actual measurement, for example, in a laboratory porous
medium column, the specific discharge is measured as the volume of water
passing through a unit cross-sectional area of the column, per unit time. The
hydraulic conductivity is then interpreted on the basis of such area averaged
measurement. Also, we notice that the piezometric head is often observed
by a piezometer, or a tensiometer, in the case of partially saturated porous
medium. The pressure measured in a piezometer is likely to be an average
over the well’s screen area, and that for a tensiometer, an average over the
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surface of the ceramic cup. So how can we reconcile the difference between the
theoretically derived Darcy’s law (volume average) and the practice (area av-
erage)? Bear and Bachmat (1990, p. 34) discussed this issue and showed that
the average over an REV of the area average is equal to the volume average
over the REV. Then, they justified the use of the volume averaged velocity
in transport models by showing that the volumetric intrinsic phase average
and the areal intrinsic phase average of the flux of an extensive quantity (i.e.,
eαVEα) of a phase at a point are identical.

In what follows, we shall demonstrate that the difference between the two
kinds of averages, volume and area, can be reconciled under the periodicity
assumption that underlies the homogenization theory, thus bridging the gap
between the two definitions of macroscopic fluid velocity.

Assuming isochoric fluid flow at the microscopic level (see (4.2.30)), i.e.,
∇y ·V = 0 (or ∂Vj/∂yj = 0), it is easily shown that the integrand V(o)(x,y)
in (4.2.33), can be obtained from the following relationship, written in indicial
notation, making use of Einstein’s summation convention (Subs. 4.1.4):

∂(yiVj)
∂yj

=
∂yi
∂yj

Vj + yi
∂Vj
∂yj
≡ δijVj = Vi, (4.2.56)

in which δij is the Kronecker delta (≡ ∂yi/∂yj). Hence, we can apply the
divergence theorem to (4.2.33) in the form

qi(x) =
1
|Y |

∫

Yv

Vi(x,y) dUv(y) =
1
|Y |

∫

Yv

∂[yiVj(x,y)]
∂yj

dUv(y)

=
1
|Y |

∫

∂Yv

yiVj(x,y)nj(y) dSv(y)

=
1
|Y |

∫

Σe

yiVj(x,y)nj(y) dSv(y), (4.2.57)

where ni is the ith component of the outward normal unit vector n. We recall
that ∂Yv (≡ Σi + Σe) is the boundary of Yv. Also, in the transition to the
last line of (4.2.57), the integration over the internal surface, Σi, vanishes
due to the vanishing velocity components (no-slip condition), such that the
only integration needed is that over the external void surface, Σe.

For simplicity, yet without loss of generality, we shall present the follow-
ing proof using only one component of the specific discharge, q1. For this
component, we can express (4.2.57) as

q1(x) =
1

�1�2�3

∫

Σ1+...+Σ6

y1 (V1n1 + V2n2 + V3n3) dSv(y), (4.2.58)

in which we have replaced |Y | by the volume �1�2�3, and the external void
surface Σe is decomposed into six parts, Σ1, . . . , Σ6, corresponding to the six
sides of the cube (see Fig. 4.2.2). Utilizing the periodicity condition, it is easy
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Σ4 

Figure 4.2.2: Illustration of the surface integral resulting from the divergence
theorem.

to show that the integral over the two surfaces perpendicular to the y3-axis,
Σ3 + Σ6, vanishes, due to the following conditions: for n on these surfaces,
only the n3 component exists; n3 takes opposite values (+1 and −1) on these
surfaces; y1V3 has the same value on the opposing surfaces; and Σ3 and Σ6

have identical shapes. The same is true for the integral over the two surfaces
perpendicular to y2-axis. Hence, we are left with

q1(x) =
1

�1�2�3

∫

Σ1+Σ4

y1V1n1 dSv(y)

=
1

�1�2�3

[∫

Σ1

�1
2
V1 · (+1) dSv(y) +

∫

Σ4

−�1
2
V1 · (−1) dSv(y)

]

=
1

�2�3

∫

Σ1

V1(x,y) dSv(y). (4.2.59)

Again, the periodicity condition (V1 on Σ1 = V1 on Σ4, and Σ1 = Σ4) is
used. Equation (4.2.59) is indeed a surface average. The same procedure can
be applied to the other two specific discharge components. Thus, we have
proven that

qi(x) =
1
|Y |

∫

Yv

Vi(x,y) dUv(y) =
1
|∂Yi|

∫

Σi

Vi(x,y) dSv(y), (4.2.60)

where ∂Yi is the (solid plus void) surface area of the cube perpendicular to
the yi axis. The inconsistency between the volume and the area averaged
specific discharge has thus been resolved.



140 GROUNDWATER MOTION

4.2.3 Effective hydraulic conductivity by homogenization

Usually, as extensively discussed in Subs. 1.3.4, there exist many scales of het-
erogeneity in natural porous medium domains. In the preceding subsection,
we have derived the flux laws at the macroscopic scale. A typical example of
macroscopic scale is laboratory scale, say, 1 to 2 meter. However, groundwater
domains of practical interest are, often, on a scale that is much larger than
the macroscopic one.

At the field scale, or megascopic scale, porous media are highly heteroge-
neous. The permeability may vary significantly over relatively short distances,
such as meters or tens of meters, in fields that extend over kilometers, tens of
kilometers, or even more. In large scale cases, we are faced with a situation
that is similar to the one we have faced at the microscopic scale, namely, that
we are not interested in modeling the (relatively) small scale fluctuations, the
solution of which requires a detailed knowledge that we are unable to obtain
anyway. On the other hand, there may exist large scale variations that are
of interest, and, hence, need to be modeled. The purpose of homogenization
is to smooth out small scale heterogeneities, while preserving the larger scale
trends. In what follows, we shall use the homogenization technique in or-
der to transform the macroscopic scale motion equation and its coefficient of
hydraulic conductivity into their counterparts at the megascopic scale.

For simplicity, we shall consider an incompressible fluid, ρ = const. The
macroscopic mass balance equation (4.2.36) then takes the form

∇ · q(x) = 0, x ∈ Ω. (4.2.61)

By combining the above equation with Darcy’s law, (4.2.44), we obtain

∇ · [K(x) · ∇h(x)] = 0, x ∈ Ω, (4.2.62)

where Ω is the solution domain. Let (4.2.62) be subject to the boundary
condition on the boundary, ∂Ω, of Ω,

h(x) = hD(x), x ∈ ∂Ω. (4.2.63)

Figure 4.2.3 illustrates the case of an aquifer containing interspersed clay
lenses of low hydraulic conductivity K(x). The scale of heterogeneity of such
domain is characterized by the length of a clay lens, or the distance be-
tween lens centers. The piezometric head distribution, h(x), across the field,
however, exhibits only small fluctuations; this is a lesson learned from the
homogenization example in Subs. 1.3.5. Our goal is to remove these small
amplitude head fluctuations at the macroscopic scale, and to derive a smooth,
megascopic (field) scale head distribution.

For the purpose of homogenization, it is necessary to assume that the pat-
tern of the inhomogeneity is periodic in the local scale �, as illustrated in the
inset of Fig. 4.2.3, with � � L, where L is the scale of the considered do-
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Figure 4.2.3: From macroscopic to megascopic scale.

main, or the megascopic scale. To emphasize the dependence of the hydraulic
conductivity tensor on the small parameter ε = �/L� 1, we shall denote it
as Kε(x). As in (4.2.12), we shall introduce the local, small scale coordinate
system y = x/ε. We then Next, we express this dependence, explicitly, at the
two scales as

Kε(x) = K(x,y). (4.2.64)

Here, the y-dependence implies the periodic nature of the function at the
local scale, while the x dependence indicates the large scale heterogeneity
trend. For a field that is homogeneous (no trend) at a large scale, we can
write Kε(x) = K(y).

The piezometric head, hε, governed by (4.2.62), is also a function of both
x and y. The expansion of hε into an asymptotic series with respect to the
small parameter ε, takes the form

hε(x) = h(o)(x,y) + εh(1)(x,y) + ε2h(2)(x,y) + . . . (4.2.65)

Using the above equation in (4.2.62), following the differentiation rule (4.2.21),
and sorting out terms of the same order in ε, we obtain the equation of the
lowest order in ε, O(ε−2), in the form

∇y · [K(x,y) · ∇yh
(o)(x,y)] = 0; for x ∈ Ω, y ∈ Y. (4.2.66)

Higher order equations have a similar form; they will be introduced later.
To solve equations of this type, we make use of an important theorem in

homogenization theory that states that given the elliptic partial differential
equation

∂

∂yi

(

aij
∂ϕ

∂yj

)

= f in Y, (4.2.67)

where the coefficients aij are symmetric and positive definite, and aij and f
are Y -periodic, the Y -periodic solution for ϕ exists and is unique up to an
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additive constant (see, for example, Cioranescu and Donato, 1999, Theorem
4.26, or Allaire, 1997b, p. 234). Furthermore, the norm of ϕ is bounded by
the right hand side, f , as ‖ϕ‖ ≤ C ‖f‖. A consequence of the above theorem
is that the only admissible solution of (4.2.66) is

h(o)(x,y) = h(o)(x), (4.2.68)

because the null right hand side of (4.2.66) bounds the solution to be a
function of x only (with h(o)(x) as the additive constant).

Incorporating the functional relationship of (4.2.68), the O(ε−1)-equation
is simplified to the following form

∇y · [K(x,y) · ∇yh
(1)(x,y)] = −[∇y ·K(x,y)] · [∇xh

(o)(x)], (4.2.69)

while the O(ε0)-equation becomes

∇x · [K(x,y) · ∇xh
(o)(x)] = −∇y · [K(x,y) · ∇xh

(1)(x,y)]

−∇y · [K(x,y) · ∇yh
(2)(x,y)] −∇x · [K(x,y) · ∇yh

(1)(x,y)]. (4.2.70)

To solve (4.2.69), we start with the following definitions. Let u (a vector) be
the Y -periodic solution of the problem

∇y · [K(x,y) · ∇yu(x,y)] = −∇y ·K(x,y); y ∈ Y. (4.2.71)

By comparing (4.2.71) with (4.2.69), we conclude that the solution for h(1) is

h(1)(x,y) = u(x,y) · ∇xh
(o)(x) + f(x), (4.2.72)

where f(x) is an arbitrary function of x. By applying the gradient operator,
the above equation can be differentiated, to yield

∇yh
(1)(x,y) = ∇yu(x,y) · ∇xh

(o)(x). (4.2.73)

Next, we turn to the O(ε0)-equation. Equation (4.2.70) can be integrated
over the Y -cell to yield a volume average. For the first two terms on the right
hand side, we apply the divergence theorem (e.g., Greenberg, 1998), obtaining

∫

Y

∇y · [K(x,y) ∇xh
(1)(x,y) + K(x,y) ∇yh

(2)(x,y)] dU(y)

=
∫

∂Y

n(y) · [K(x,y) ∇xh
(1)(x,y) + K(x,y) ∇yh

(2)(x,y)] dS(y)

= 0, (4.2.74)

where dU and dS denote a volume and a surface elements, respectively, ∂Y
is the boundary of the Y -cell, and n is the outward unit vector normal to
∂Y . We notice that the above integral vanishes because of the periodicity
condition: the values of K, h(1) and h(2) and their derivatives are the same
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on both the left and the right sides of the Y -cell, as well as on the top and
bottom sides, thus canceling each other. The remainder of (4.2.70) gives
∫

Y

∇x · [K(x,y) · ∇xh
(o)(x)] dU(y) +

∫

Y

∇x · [K(x,y) · ∇yh
(1)(x,y)] dU(y)

= ∇x ·
[∫

Y

K(x,y) dU(y) · ∇xh
(o)(x)

]

+∇x ·
[∫

Y

K(x,y) · ∇yu(x,y) dU(y) · ∇xh
(o)(x)

]

= 0, (4.2.75)

where we have made a substitution, using (4.2.73). The above equation can
be expressed as

∇x · [Keq(x) · ∇xh
(o)(x)] = 0, (4.2.76)

where Keq is the effective hydraulic conductivity given by

Keq(x) =
1
|Y |

∫

Y

K(x,y) dU(y) +
1
|Y |

∫

Y

K(x,y) · ∇yu(x,y) dU(y).

(4.2.77)
Equation (4.2.77) can be rewritten in indicial notation, as

Keq
ij (x) =

1
|Y |

∫

Y

Kij(x,y) dU(y) +
1
|Y |

∫

Y

Kik(x,y)
∂uj(x,y)

∂yk
dU(y),

(4.2.78)
in which Einstein’s summation convention, introduced after (4.1.27), is ap-
plicable. We note that Keq is a symmetric, positive definite, second rank
tensor by virtue of the observation that the differential operators involved
are self-adjoint, and that K is symmetric and positive definite, a fact proven
earlier.

Equation (4.2.76) is, thus, the homogenized equation at the megascopic
scale; it replaces (4.2.62), which is valid at the macroscopic scale. The co-
efficient Keq, defined in (4.2.77), is a function of the large scale coordinates
only; hence, it is free from small scale fluctuations. The asymptotic piezo-
metric head at the megascopic scale, h(o)(x), is also smooth and without
fluctuation.

It is of interest to examine the special case of a layered aquifer, which is
often encountered in geological formations of sedimentary origin. If all layers
together are considered as a single aquifer unit at the field (megascopic)
scale, that aquifer as a whole has a higher ability to transmit water in the
direction parallel to the layers than in the direction perpendicular to them.
Our purpose is to find the equivalent homogeneous anisotropic conductivity
of such an aquifer.

We shall assume that each layer consists of a homogeneous isotropic mate-
rial, but the material varies from layer to layer (Fig. 4.2.4). With the isotropy
assumption, the tensor K(y) reduces to a scalar, Kij(y) = δijK(y), where δij
is the Kronecker delta. Here, we have ignored the large scale trend, that is, the
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Figure 4.2.4: Equivalent hydraulic conductivity of a layered formation. Each
layer is homogeneous and isotropic.

x dependence of K. A layered formation means that the hydraulic conductiv-
ity varies only in one direction, say in the direction y1; hence we may further
conclude that K(y) = K(y1). Recall that we always use the y-coordinates
for the smaller scale domain, and x for the larger, homogenized one. The
homogenization theory and the use of the y-coordinates also implies that the
layers form repeated units of thickness �1, as illustrated in Fig. 4.2.4. In this
special case, it is possible to solve u in (4.2.71), obtaining explicit result.

Equation (4.2.71) can be expressed in component form, incorporating the
above assumptions, in the form

∂

∂y1

[

K(y1)
∂u1(y)
∂y1

]

+
∂

∂y2

[

K(y1)
∂u1(y)
∂y2

]

+
∂

∂y3

[

K(y1)
∂u1(y)
∂y3

]

= −∂K(y1)
∂y1

, (4.2.79)

∂

∂y1

[

K(y1)
∂u2(y)
∂y1

]

+
∂

∂y2

[

K(y1)
∂u2(y)
∂y2

]

+
∂

∂y3

[

K(y1)
∂u2(y)
∂y3

]

= 0,

(4.2.80)
∂

∂y1

[

K(y1)
∂u3(y)
∂y1

]

+
∂

∂y2

[

K(y1)
∂u3(y)
∂y2

]

+
∂

∂y3

[

K(y1)
∂u3(y)
∂y3

]

= 0.

(4.2.81)
Studying (4.2.80) and (4.2.81), we conclude that the only admissible periodic
solution of these equations is u2 = u3 = 0, ignoring an arbitrary additive
constant. For (4.2.79), we observe that the right hand side is a function of y1

only; hence, the periodic solution of this equation is restricted to the form of
u1 = u1(y1). This simplifies (4.2.79) to

∂

∂y1

[

K(y1)
∂u1(y1)
∂y1

]

= −∂K(y1)
∂y1

. (4.2.82)
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The solution of the above equation, with the periodic condition of u1(0) =
u1(�1), is

u1(y1) = �1

∫ y1
0

dy1
K(y1)

∫ �1
0

dy1
K(y1)

− y1, (4.2.83)

in which, again, we ignored an arbitrary additive constant. The solution u is
then used in (4.2.78) to find the equivalent hydraulic conductivity. For the
tensor component Keq

11, we find

Keq
11 =

1
�1

∫ �1

0

K(y1) dy1 +
1
�1

∫ �1

0

K(y1)
∂u1(y1)
∂y1

dy1 =
�1

∫ �1
0

dy1
K(y1)

. (4.2.84)

For the component Keq
22, we obtain

Keq
22 =

1
�1

∫ �1

0

K(y1) dy1. (4.2.85)

Compiling all components, the effective hydraulic conductivity tensor be-
comes

Keq =

⎡

⎢

⎢

⎢

⎣

�1

/

∫ �1
0

dy1
K(y1)

0 0

0
∫ �1
0 K(y1) dy1

/

�1 0

0 0
∫ �1
0

K(y1) dy1

/

�1

⎤

⎥

⎥

⎥

⎦

. (4.2.86)

The above result shows that the hydraulic conductivity, K, is anisotropic, with
its principal axes perpendicular and parallel to the layers. In the direction
normal to the layers (x1-direction), the effective hydraulic conductivity is
the harmonic mean of the individual hydraulic conductivities, while in the
directions parallel to the layers (x2- and x3-direction), it is the algebraic
mean. Bear (1972, Subs. 5.8.1) shows the analogy to the equivalent resistance
of resistances connected in series and in parallel.

4.3 Non-Darcy Laws

4.3.1 Range of validity of Darcy’s law

Column experiments, similar to those conducted by Darcy, indicate that
as the specific discharge increases, its relationship to the hydraulic gradi-
ent gradually deviates from the linear relationship expressed by Darcy’s law
(4.1.9). Figure 4.3.1a shows this deviation.

In fluid mechanics, when considering flow through pressurized conduits,
the (dimensionless) Reynolds number, Re, is used as a criterion for distin-
guishing between laminar flow occurring at low velocities and turbulent flow
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Figure 4.3.1: Experimental relationship between specific discharge, q, and
hydraulic gradient, J , in (a) sand, and (b) clay.

occurring at higher ones (Bear and Bachmat, 1990, p. 276, and any textbook
on fluid mechanics, e.g., Munson et al, 2005). This number expresses the ra-
tio between inertial and viscous forces acting on a moving fluid. In pipes,
the critical value of Re, indicating the transition from laminar to turbulent
flow, is usually about 2000, although widely varying values may apply under
special conditions. By analogy, a Reynolds number is defined for flow through
porous media, as

Re =
q d

ν
, (4.3.1)

where d is some representative (microscopic) length characterizing the void
space and ν is the fluid’s kinematic viscosity. Although, by analogy with pipe
flow, d should be a length characterizing the cross-section of an elementary
channel of the porous medium, it is customary, for unconsolidated porous
media, to employ for d some characteristic length of the grains, probably
because it is more easily measured.

Often, the mean grain diameter is used for d in (4.3.1). Sometimes, d10 is
mentioned in the literature as the representative grain diameter to be used
for d. Collins (1961) suggested d = (k/φ)

1
2 , where k is the permeability and

φ is the porosity, as the representative length. Bear and Bachmat (1990), on
the basis of theoretical analysis, suggested the hydraulic radius of the void
space (defined as the ratio of the volume of the void space to the area of solid-
fluid interface) as the characteristic length. In their analysis, they define a
Reynolds number and a Darcy number

Re =
V Δ

ν
, Da =

(

Δ

L(V )

)2

, Δ =

√

k

φT ∗ , (4.3.2)
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where Δ denotes the characteristic hydraulic radius, T ∗ is the tortuosity
(Subs. 4.1.3), and L(V ) is the length characterizing spatial variations in the
fluid’s velocity, V . They suggest that Darcy’s law be used for ReDa1/2 � 1.
Following their analysis, we suggest replacing (4.3.1) by

Re =
V
√

k/φT ∗

ν
. (4.3.3)

In spite of the various definitions for the characteristic length used in
(4.3.1), practically, all evidence indicates that Darcy’s law is valid as long as
Re does not exceed a value of about 1 (but sometimes as high as 10). Most
saturated groundwater flows occur in this range, except in the very close
vicinity of high-rate pumping or recharging wells, or large (point) springs.
High Reynolds number flows may also be observed in very porous aquifers,
such as cavernous limestone, where the hydraulic radius is large.

4.3.2 Non-Darcian motion equations

In the previous subsection, we showed how Darcy’s law can be derived from
first principles, as an average of the momentum balance equation, subject
to certain simplifying assumptions. By relaxing some of these assumptions,
primarily by leaving the inertial terms in the averaged equation, we obtain
other forms of the motion equation, which are valid for larger values of the
Reynolds number.

Bear and Bachmat (1990, p. 172) used volume averaging and a certain
set of simplifying assumptions to derive the following general macroscopic
momentum balance (≡ flow) equation:

ρ

{

∂qi
∂t

+
∂

∂xj

(

qiqj
φ

)}

= −φ
(

∂p

∂xj
+ ρg

∂z

∂xj

)

T ∗
ji + μ

∂2qri
∂xj∂xj

− μαij
Cf
Δ2

qrj ,

(4.3.4)
where T ∗

ij and αij are two (2nd order) tensorial properties of the configuration
of the Sfs-surface in saturated, single phase flow,Δ was defined in (4.3.2), and
all variables and coefficients are macroscopic. The two tensorial coefficients
reflect at the macroscopic level the effect of the microscopic configuration of
the fluid-solid interface within the REV. The first, T ∗

ji, transforms the local
body force into a macroscopic one. The second, αij , introduces the effect of
the configuration of the solid-fluid surface in the term that transforms part
of the force resisting the flow at a point to an averaged resistance force at
the fluid-solid interface.

When, in addition, Vs ≡ 0, and the fluid is incompressible, q ≡ qr and
∇ · q = 0. Then, (4.3.4) reduces to

ρ

(

∂qi
∂t

+ qj
∂(qi/φ)
∂xj

)

= −φ
(

∂p

∂xj
+ ρg

∂z

∂xj

)

T ∗
ji + μ

∂2qi
∂xj∂xj

− μαij
Cf
Δ2

qj .

(4.3.5)
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Equation (4.3.4) represents an approximation of the macroscopic momentum
balance equation for a fluid phase that fully occupies the void space of a
porous medium domain.

The first term on the r.h.s. of (4.3.4), represents the resultant force acting
on the fluid, due to gravity and pressure gradient, per unit volume of porous
medium.

The second term on the r.h.s. of (4.3.4) represents the force acting on the
fluid, due to the viscous resistance to its flow inside the fluid, per unit volume
of porous medium. Actually, this force is exerted on the fluid within the REV,
across the fluid-fluid portion of the surface bounding the REV.

The last term on the r.h.s. of (4.3.4), expresses the viscous resistance, or
viscous drag force exerted by the solid phase on the flowing fluid at their
contact surfaces within the REV, per unit volume of porous medium.

Often, in a given problem, one of these forces is much smaller with respect
to the remaining ones and, therefore, may be deleted from the momentum
balance equation. Hence, following the discussion on the deletion of non-
dominant effects presented in Sec. 7.7, let us consider some simplified cases
of (4.3.4).

A. Darcy-Forchheimer equation

In the range of validity of Darcy’s law, i.e., Re< 1–10, the viscous forces
that resist flow are predominant. As the flow velocity increases, a gradual
transition is observed (Fig. 4.3.1a) from (microscopically) laminar flow, where
viscous forces are predominant, to, still, laminar flow, but with inertial forces
gradually taking over. Often, the value of Re = 100 is mentioned as the upper
limit of this transition region in which Darcy’s linear law is no longer valid.
The reason for this deviation from the linear law is that at the microscopic
level, as velocities increase, local separations of flow from the solid surfaces
of the solid matrix occur at an increasing number of places, where the flow
curves or diverges. Local vortices and countercurrent flow regimes are caused
by inertial and viscous forces along portions of the solid.

For a rigid porous medium, neglecting the effects of inertia at the macro-
scopic level, (4.3.4) reduces to

qi = −kij
μ

(

∂p

∂xj
+ ρg

∂z

∂xj

)

− ρβij
μ

qqj , (4.3.6)

where q = |q|, and the βij ’s are coefficients that are related to the con-
figuration of the void space. This motion equation is known as the Darcy-
Forchheimer equation (Forchheimer, 1901).

At low Re, the second term on the right-hand side, which expresses the
average of the microscopic inertial effects, becomes negligible.
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B. Brinkman equation

When all inertial effects are negligible, but we do not neglect the dissipation
of energy within the fluid, the motion equation takes the form known as
Brinkman equation (Brinkman, 1948; Gray and O’Neill, 1976). Bear and
Bachmat (1990, p. 177) generalized this equation to the form:

qi = −kij
μ

(

∂p

∂xj
+ ρg

∂z

∂xj

)

+
kmj(T∗

im)−1

φ

∂2qj
∂xk∂xk

. (4.3.7)

In deriving this equation, the viscosity causing energy dissipation at the solid-
fluid microscopic interfaces is assumed to be the same as that within the fluid.

A detailed discussion on the Dupuit-Forchheimer and the Brinkman equa-
tions is presented in Nield and Bejan (1998). Many authors have suggested
expressions for the motion equation, or fluid flux, when Re� 1 (e.g., Pedras
and de Lemos (2001)).

C. Rapid velocity variations

When local acceleration may not be neglected, especially at the onset of
flow and in oscillatory flows, but the advective acceleration and the internal
friction in the fluid may be neglected, the motion equation takes the form:

qi = −kij
μ

(

∂p

∂xj
+ ρg

∂z

∂xj

)

− ρ

μ
(T∗

im)−1
kmj

∂Vj
∂t

. (4.3.8)

Although, for the sake of completeness, we have introduced the above equa-
tions, applicable to cases in which Darcy’s law is not valid, conditions that
justify their application are seldom encountered in problems of flow and con-
taminant transport in the subsurface.

Like all other macroscopic equations, the non-Darcy equations can also
be obtained by homogenization techniques (e.g., Allaire, 1997a; Nield, 2000;
Chen et al., 2001; Auriault et al., 2005).

4.4 Aquifer Transmissivity

The subject of ‘essentially horizontal flow’ in confined and phreatic aquifers
has already been introduced in Sec. 2.6. Consider the flow through the con-
fined aquifer of thickness B shown in Fig. 4.4.1. If the aquifer is homogeneous
and isotropic, with hydraulic conductivity K, and we assume essentially hor-
izontal flow, the total discharge in the +x direction, Qx, through the area
W × B, which is normal to the direction of flow, is given by Darcy’s law,
written, for example for the x-direction, in the form

Qx = −KBW
∂h

∂x
≡ KBWJx, Jx ≡ −∂h

∂x
, J = −∇h, (4.4.1)



150 GROUNDWATER MOTION

Datum x

y

z
b (x,y)1

b (x,y)2

Aquifer

Impervious

B(x,y)

Figure 4.4.1: Flow through a confined aquifer.

in which the vector J ≡ −∇h is the hydraulic gradient.
The discharge per unit width of aquifer, Q′

x, normal to the direction of the
flow, +x, is

Q′
x = −Qx

W
= KBJx,≡ TJx, T = KB =

Qx
Jx . (4.4.2)

A similar expression can be written for flow in the y-direction. In vector form,
we may write

Q′ = −T∇′h = TJ ′, J ′ = −∇′h, T = KB =
Qx
Jx

′
, (4.4.3)

where the piezometric head, h, denotes the average value over the thickness
of the aquifer, i.e., h = h(x, y, t), and the prime symbol indicates that the
operation is only in the xy-plane,

∇′(..) =
∂(..)
∂x

1x +
∂(..)
∂y

1y,

with 1x and 1y denoting unit vectors in the respective directions. The prod-
uct KB, denoted by T, which appears whenever flow through the entire thick-
ness of a confined aquifer is being considered, is called transmissivity. It is an
aquifer property, which is defined by the rate of flow per unit width through
the entire thickness of an aquifer, per unit hydraulic gradient. The concept
is valid only in aquifer-type, two-dimensional flow. In three-dimensional flow
through porous media, the concept of transmissivity is meaningless.

Let us present a more rigorous definition of the transmissivity concept.
Consider a confined aquifer of variable thickness, B = B(x, y) = b2(x, y) −
b1(x, y), where b1(x, y) and b2(x, y) are the elevations of the fixed bottom and
ceiling of the aquifer. Let h = h(x, y, z, t) denote the piezometric head in this
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aquifer. The total discharge through the aquifer can then be expressed by

Q′
x =

∫ b2(x,y)

b1(x,y)

qx dz = −
∫ b2(x,y)

b1(x,y)

K(x, y, z)
∂h

∂x
dz,

Q′
y =

∫ b2(x,y)

b1(x,y)

qy dz = −
∫ b2(x,y)

b1(x,y)

K(x, y, z)
∂h

∂y
dz. (4.4.4)

To integrate a derivative, or to differentiate an integral, we make use of
Leibnitz’ rule (see any textbook on advanced calculus, e.g., Greenberg, 1998)

∂

∂t

∫ a(x)

b(x)

f(x, t) dt =
∫ a(x)

b(x)

∂f(x, t)
∂x

dt+ f(x, a)
∂a

∂x
− f(x, b)

∂b

∂x
. (4.4.5)

For the sake of simplicity, we shall consider a homogeneous isotropic confined
aquifer. Applying this rule to (4.4.4), we obtain

Q′
x = −KB

∂h̃

∂x
− K

[

h̃
∂B

∂x
− h(x, y, b2)

∂b2
∂x

+ h(x, y, b1)
∂b1
∂x

]

,

Q′
y = −KB

∂h̃

∂y
− K

[

h̃
∂B

∂y
− h(x, y, b2)

∂b2
∂y

+ h(x, y, b1)
∂b1
∂y

]

, (4.4.6)

or, in vector notation,

Q′ = −KB∇h̃− K
[

h̃∇′B − h(x, y, b2)∇′b2 + h(x, y, b1)∇′b1
]

, (4.4.7)

in which

h̃(x, y, t) =
1
B

∫ b2(x,y)

b1(x,y)

h(x, y, z, t) dz (4.4.8)

is the average piezometric head along the vertical at point (x, y) at time t.
If we now assume ‘essentially horizontal flow’, that is, vertical equipo-

tentials, (4.4.8) may be approximated by introducing h̃ ∼= h(x, y, b2) ∼=
h(x, y, b1). Then, (4.4.8) is approximated as

Q′ = −T(x, y)∇′h̃, T(x, y) = K(x, y)B(x, y). (4.4.9)

The error resulting from employing (4.4.9), based on the assumption of ‘es-
sentially horizontal flow’, is given by the second term on the right-hand side
of (4.4.9). We could reduce the error by expressing Q′ as

Q′ = −K∇′(Bh̃). (4.4.10)

In a heterogeneous aquifer, K = K(x, y, z), we also start from the assumption
of ‘essentially horizontal flow’, that is, h = h(x, y, t) in (4.4.4). Then, the
latter equation leads to
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Q′ = −T(x, y)∇′h, T(x, y) =
∫ b2

b1

K(x, y, z) dz = ˜KB, (4.4.11)

where we used the tilde symbol, (̃.), to denote the average over the thickness,
just like 4.4.8. In general, we have

∇′h̃ = ˜∇′h−
(

h̃/B
)

∇′B + [h(x, y, b2)∇′b2 − h(x, y, b1)∇′b1] /B. (4.4.12)

When h(x, y, b1) ∼= h(x, y, b2) ∼= h̃(x, y), then ∇′h̃ = ˜∇′h, i.e., the gradient
of the average head is equal to the average of the head gradient. Equations
(4.4.3), (4.4.9), and (4.4.11) are identical if h is understood as mean h̃.

The above discussion serves as a justification for employing the concepts
of aquifer flow and aquifer transmissivity, also in cases of inhomogeneous
hydraulic conductivity and variable thickness.

When a confined aquifer is composed of N distinct homogeneous layers,
each of thickness Bi and hydraulic conductivity Ki, (4.4.12) reduces to

Q′ = −T(x, y)∇′h, T(x, y) =
i=N
∑

i=1

BiKi. (4.4.13)

Following the discussion above, (4.4.13) is valid as an approximation also
when Bi = Bi(x, y) and Ki = Ki(x, y).

As indicated in Sec. 2.6, the assumption of ‘essentially horizontal flow’ can
be extended also to leaky aquifers (Fig. 2.5.2), with the concept of transmis-
sivity defined by (4.4.13). This point is further discussed in Sec. 5.4.

4.5 Dupuit Assumption for Phreatic Aquifer

A phreatic aquifer is defined in Sec. 2.3 as one in which a water table (≡
phreatic surface) serves as its upper boundary. In Sec. 2.2, we have introduced
the fact that, actually, above the phreatic surface, which is defined as an
imaginary surface at all points of which the pressure is atmospheric, moisture
does occupy at least part of the void space (Fig. 2.2.1). The capillary fringe
was introduced as an approximation of the actual distribution of moisture
in the soil above the phreatic surface. The details of what happens in the
unsaturated zone is discussed in Chap. 6. At this stage, we wish only to
emphasize that moisture exists, whether stationary or mobile, also in the
unsaturated zone.

Figure 4.5.1 shows a typical distribution of immobile water in the un-
saturated zone. As an approximation, we often replace this distribution by
assuming the existence of a fully saturated capillary fringe up to an eleva-
tion hc immediately above the water table, with water at a constant satura-
tion, equal to the irreducible water saturation, above hc. Within the capillary
fringe, water is at a pressure which is less than atmospheric. The capillary
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Figure 4.5.1: A phreatic surface and a capillary fringe.

fringe concept better approximates reality in the case of a poorly graded soil
than in a well-graded soil (Sec. 4.5.1). Often it is assumed that the existence
of a capillary fringe may be neglected i.e., that no moisture is present in the
soil above the water table. Obviously, this approximation is justified only
when the thickness of the capillary fringe thus defined is much smaller than
the thickness of the (saturated) aquifer below the water table.

Sometimes, we assume that no moisture exists in the void space above hc.
With this approximation, the upper end of the capillary fringe serves as a
boundary to the saturated zone. However, when hc is much smaller than the
thickness of the underlying phreatic aquifer, and this is, indeed, the situation
encountered in most aquifers, hydrologists often neglect the existence of the
capillary fringe, assuming full saturation up to the phreatic surface, and no
moisture in the void space above it.

An estimate of the value of hc can be obtained, for example, from (Mavis
and Tsui, 1939)

hc =
2.2
dH

(

1− φ

φ

)2/3

, (4.5.1)

where hc is in mm, dH is the harmonic mean grain diameter also in mm, and
φ is the porosity. Another expression is (Polubarinova-Kochina, 1951, 1962)

hc =
0.45
d10

(

1− φ

φ

)

, (4.5.2)

where both hc and the effective particle diameter, d10, are in cm. Silin-
Bekchurin (1958) suggested a capillary rise of 2–5 cm in coarse sand, 12–35
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Material Grain size (mm) Capillary rise (cm)

Fine gravel 2–5 2.5
Very coarse sand 1–2 6.5
Coarse sand 0.5–1 13.5
Medium sand 0.2–0.5 24.6
Fine sand 0.1–0.2 42.8
Silt 0.05–0.1 105.5
Silt 0.02–0.05 200

Table 4.5.1: Capillary rise in samples after 72 days. Samples have virtually
the same porosity, 41% (From Lohman, 1972, cited in Todd, 1980).

cm in sand, 35–70 cm in fine sand, 70–150 cm in silt, and 2–4 m and more
in clay. Equations (4.5.1) and (4.5.2) can be compared with the rise of water
in a capillary tube of radius r: hc = 2γaw/(ρg)r, where γaw is the (air-water)
surface tension. For water at 20◦C, γwa = 0.073 g/cm, ρg = 1 g/cm3, so that
the estimated capillary rise becomes hc � 0.15/r (r and hc in cm). Table 4.5.1
gives the capillary rise in unconsolidated soil sample with the same porosity
but different grain sizes The observed values are fairly consistent with the
above formula.

We continue under the assumption that when considering flow in a phreatic
aquifer, the moisture in the void space above the water table can be ne-
glected. Below the water table, both the piezometric head, h, and the spe-
cific discharge, q, vary from point to point within the aquifer. In order to
obtain the specific discharge q = q(x, y, z, t) at every point, we have to know
h = h(x, y, z, t), either by field measurements, of by solving an appropriate
model. This topic is discussed in Chap. 5. However, as we shall see there, in
the case of a three-dimensional flow domain (or a vertical two-dimensional
one) for which a (possibly moving) phreatic surface is a boundary, the so-
lution is possible only numerically, because the forecasting model becomes
nonlinear.

Hence, let us examine the possibility of assuming that the flow in the
aquifer is essentially horizontal, as we did in the case of a confined aquifer.
Basically, the phreatic surface is never horizontal, except for special cases,
like when the water is immobile. This observation is valid even in the case of
an aquifer with a horizontal impervious bottom; equipotentials (surfaces of
constant h) are never vertical (Fig. 4.5.2a).

In spite of this statement, in practice, except in very limited special do-
mains, the slope of the water table is very small., i.e., close to horizontal.
With such observation, Dupuit (1863) suggested that for most cases of prac-
tical interest, we may assume that flow in a phreatic aquifer is practically
horizontal. Equivalently, this assumption states that surfaces of equal piezo-
metric heads (≡ equipotential surfaces) are vertical. This also means that the
pressure distribution in the aquifer is hydrostatic. This assumption is known
as the ‘Dupuit assumption’. It is a most powerful tool for treating flow in
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unconfined aquifers. In fact, it is the only simple tool available to most en-
gineers and hydrologists for solving such problems. Dupuit (1863) based his
assumption on the observation that in most groundwater flows, the slope of
the phreatic surface is very small. Slopes of 1/1000 and 10/1000 are com-
monly encountered.

Consider steady flow without accretion in the vertical two-dimensional xz-
plane shown in Fig. 4.5.2a. The assumptions of steady flow and a horizontal
bottom are intended only to simplify the discussion. Under these conditions,
the phreatic surface is a streamline. At every point P along this streamline,
p = 0 and h = H , where h denotes the piezometric head. We have introduced
the symbol H to indicate the elevation of P above the horizontal impervious
bottom that serves as a datum level. We note that, in the case considered
here, h = h(x, z) and H = H(x). The specific discharge at P, which is in the
direction of the tangent to the streamline, is given by Darcy’s law

qs = −K
dh

ds
= −K

dH

ds
= −K sin θ, (4.5.3)

where θ is the angle between the tangent of the phreatic surface and the
horizontal (Fig. 4.5.2). Dupuit suggested that for small θ, sin θ in (4.5.3) can
be replaced by the slope, tan θ = dH/dx, and cos θ ≈ 1, such that

qx = qs cos θ ≈ −K
dH

dx
. (4.5.4)

The assumption of small θ is equivalent to assuming that (1) equipotential
surfaces are vertical, i.e., h = h(x)(= H(x)), rather than h = h(x, z), and (2)
the flow is essentially horizontal.

For unsteady flow in a three-dimensional domain, the Dupuit assumption
presented above is extended to h = h(x, y, z, t) and H = H(x, y, t). Then,
the Dupuit assumption leads to the specific discharge expressed by



156 GROUNDWATER MOTION

qx = −K
∂H

∂x
, qy = −K

∂H

∂y
. (4.5.5)

Since, by making use of the Dupuit assumption, q is independent of elevation
z, the corresponding total discharge through a vertical surface of unit width
(normal to the direction of flow) can be expressed in the vector form:

Q′ = −KH∇′H, or Q′ = −K∇′(H2/2). (4.5.6)

Recall that the aquifer’s bottom is horizontal and that it serves as a datum
level for H .

The important advantage gained by employing the Dupuit assumption is
that in a considered three-dimensional flow domain with a phreatic surface,
the variable h = h(x, y, z, t) has been replaced by H = H(x, y, t), that is, z
does not appear as an independent variable.

In order to obtain a better understanding of the approximation involved in
the Dupuit assumption, let us determine the exact expression for flow in the
horizontal direction in a phreatic aquifer, with h = h(x, y, z, t). We obtain this
expression by integrating along the vertical from the bottom of the aquifer,
η = η(x, y), which needs not be horizontal, to the phreatic surface at elevation
H = H(x, y, t). For flow in the +x direction, assuming K = const., we obtain

Q′
x =

∫ H(x,y,t)

η(x,y)

qx dz = −K

∫ H(x,y,t)

η(x,y)

∂h

∂x
dz

= −K

{

∂

∂x

∫ H

η

h dz − h|H ∂H

∂x
+ h|η ∂η

∂x

}

= −K

{

∂

∂x

[

(H − η)h̃
]

− h|H ∂H
∂x

+ h|η ∂η
∂x

}

= −K

{

(H − η)
∂h̃

∂x
+ h̃

∂H − η

∂x
− h|H ∂H

∂x
+ h|η ∂η

∂x

}

, (4.5.7)

where h̃ denotes the average (over the vertical) head,

h̃ =
1

H − η

∫ H

η

h dz, h|H = H. (4.5.8)

Equation (4.5.7) involves no approximation. If we now assume vertical equipo-
tentials, i.e., h̃ � h|η � h|H(= H), then (4.5.7) reduces to

Q′ = −K(H − η)∇′H, (4.5.9)

which is the same as (4.5.6), written for a non-horizontal bottom. Or, without
the Dupuit approximation, for a horizontal bottom, η = 0, equation (4.5.7)
can be written as
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Q′
x = −K

∂

∂x

(

Hh̃− H2

2

)

, or Q′ = −K∇′
(

Hh̃− H2

2

)

. (4.5.10)

By comparing (4.5.10) with (4.5.6), we observe that we have replaced
Hh̃ − H2/2 by H2/2 in the approximate expression based on the Dupuit
assumption. The error reduces to zero as h̃ → H . Bear (1972, p. 363) gives
an estimate of the error involved in replacing Hh̃−H2/2 by H2/2 in (4.5.6),

0 <
H2/2− (Hh̃−H2/2)

H2/2
<

i2

1 + i2
, i =

dH

dx
, (4.5.11)

so that the error is small as long as i2 � 1, where i denotes the slope of
the phreatic surface. When the medium is anisotropic, with Kx �= Kz (x, z
principal directions), i2 in (4.5.11) should be replaced by (Kx/Kz)i2.

As a simple example of the application of (4.5.4), consider the case of
steady unconfined flow through a homogeneous formation between two reser-
voirs with vertical faces (Fig. 4.5.3). Following the Dupuit assumption, the
total discharge in the x direction, per unit width, through a vertical cross
section of height H(x) is given by (4.5.6)

Q′
x ≡ Q′ = −KH

dH

dx
= const. ⇒ Q′ dx = −KH dH. (4.5.12)

By integrating this expression between the boundary at x = 0, where H =
Ho, and any distance x, where H = H(x), we obtain

Q′
∫ x

x=0

dx = −K

∫ H(x)

H=Ho

H dH, ⇒ Q′ = K
H2
o −H2

2x
. (4.5.13)
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Equation (4.5.13) describes a water table, H = H(x), which has the shape
of a parabola passing through x = 0, H = Ho. If we know Ho and H(x) at
some distance x, or H at any two x-values, we can use the above equation
to derive Q′ (obviously, if K is known). However, the boundary condition at
the other end, x = L, requires special attention.

As a rule, whenever a phreatic surface approaches a downstream reservoir
that serves as the external boundary of the flow domain, it always terminates
on such boundary at a point that is some distance above the water table of
the body of open water. Points A in Figs. 4.5.4a, b, and c, are such points.

The segment AB of the boundary above the water table and below the
phreatic surface is called the seepage face. Along the seepage face, water
emerges from the soil, trickling down along the seepage face. In Figs. 4.5.4a
and b, the phreatic surface is tangent to the external boundary at A; in
Fig. 4.5.4c, it is tangent to a vertical line at A (Bear, 1972, p. 260).

Because of the presence of a seepage face, which terminates at an unknown
point on the phreatic surface, Hs in Fig. 4.5.3 is unknown. However, when the
Dupuit assumption is employed, we approximate the situation by overlooking
the presence of the seepage face and assume that the water table at x = L
passes through H = HL. Using this as the downstream boundary condition,
we obtain from (4.5.13)

Q′ = K
H2
o −H2

L

2L
, (4.5.14)

known as the Dupuit-Forchheimer discharge formula. The parabolic water
table is shown as a dashed line in Fig. 4.5.3. The discrepancy exists mainly at
the boundaries, i.e., at x = 0, where the water table should be tangent to the
horizontal line, whereas the parabola has a slope of dH/dx|x=0 = −Q′/KHo,
and at x = L, where the seepage face has been neglected. Otherwise, the
discrepancy between the curves derived by the exact theory of the phreatic
surface boundary, and by the Dupuit approximation is negligible. A simple
rule is that a solution based on the Dupuit assumption is sufficiently accurate
for practical purposes at a distance from the downstream end that is larger
than 1.5–2 times the thickness of the flow domain. Moreover, it can be shown
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(Bear, 1972; p. 367) that (4.5.14) is accurate as far as the rate of discharge is
concerned, although (4.5.13) does not give the accurate water table elevations,
H = H(x).

The Dupuit assumption is not applicable in regions where the vertical
flow component is not negligible (e.g., Fig. 2.6.1). Note that in cases with
accretion, a horizontal water table (or almost so) is not sufficient to justify
the application of the Dupuit assumption. One must verify that vertical flow
components are indeed negligible, before applying the Dupuit assumption.

Another case to which the Dupuit assumption should be applied with care
is that of unsteady flow in a decaying phreatic surface mound. Although no
accretion takes place, yet, at the crest and in its vicinity, the flow is vertically
downward. At a distance of say 1.5 to 2 times the thickness of the flow, the
approximation of vertical equipotentials is again valid.

In spite of the cautionary comments above, in regional groundwater stud-
ies, the Dupuit assumption is usually applied everywhere, even to those (rela-
tively small) parts of an investigated region where it is not strictly applicable.
This is because of its simplicity and the relatively small error involved.



Chapter 5

WATER BALANCE AND
COMPLETE FLOW MODEL

Each of the motion equations discussed in Chap. 4 involves two dependent
variables: the flux and the pressure (or piezometric head, or suction). For
example, (4.1.26) involves q and h, while (4.2.43) involves q and p. Therefore,
to obtain a solution, we need one additional equation. This is the mass balance
equation of the fluid phase. This equation is considered in this chapter.

The density is not included as an additional variable because we can always
use an appropriate equation of state to express the fluid’s density, ρ, in terms
of the pressure, and, if relevant, the temperature and the fluid’s composition.
However, when temperature and fluid composition vary in space and time,
they become additional state variables of the problem, and additional equa-
tions are required in order to obtain a solution. In this chapter, we assume
that the spatial and temporal changes in the temperature and composition
of each phase are sufficiently small so as not to affect the fluid’s density. In
Chap. 7 we shall consider changes in phase composition, including the case
of composition-dependent density.

The justification presented above is a simplified one. More rigorously, the
mathematical model that completely describes the movement of a fluid, at the
continuum level, consists of balance equations for the mass, the momentum,
and the energy of that fluid. By solving these three equations simultaneously,
we obtain the pressure, velocity, and temperature of the fluid, as functions of
space and time. Together, these three variables define the complete behavior
of the fluid. This statement is valid for the description of fluid flow at the
microscopic level, as well as at the macroscopic, or averaged one. Under
isothermal conditions, the energy balance equation is not required.

We begin this chapter with the mass balance equations for saturated flow,
i.e., where a single fluid phase occupies the entire void space. In Chap. 6, we
shall extend the discussion to unsaturated flow domains. Deformation of the
solid matrix will be taken into account. For a given fluid phase, by combin-
ing the mass balance equation with an appropriate motion equation, a flow
equation is obtained. The complete flow model requires, in addition, specifi-
cation of appropriate initial and boundary conditions. The various boundary
conditions that may be encountered are discussed in detail. The numerical
values of all the coefficients that appear in the model equations have also
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to be specified. All this supplemental information must be specified for the
considered domain and fluids in order to obtain solutions that pertain to the
particular flow problem under consideration.

Unless otherwise specified, the entire presentation will be at the macro-
scopic level. We shall omit the symbol that denotes an average value.

5.1 Mass Balance Equations

5.1.1 Fundamental mass balance equations

A. General considerations

We start by considering the mass balance equation at the microscopic level.
The corresponding equation at the macroscopic level can be obtained, for
example, by averaging the microscopic level equation over an REV.

The basic idea of a balance is straightforward. A balance can be written
for any extensive quantity, E, within a specified spatial domain, and for a
specified period of time. Let Δt denote the time interval, and Uo, bounded by
a surface S, denote the volume of a phase domain (i.e., at the microscopic
level) for which the balance is written. The balance is then stated as:
⎧

⎪

⎪

⎨

⎪

⎪

⎩

Quantity of E
accumulating

in Uo
during Δt

⎫

⎪

⎪

⎬

⎪

⎪

⎭

=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Net quantity of
E entering Uo

through S
during Δt

⎫

⎪

⎪

⎬

⎪

⎪

⎭

+

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Net production
of E
in Uo

during Δt

⎫

⎪

⎪

⎬

⎪

⎪

⎭

. (5.1.1)

When this balance is written for a small volume around a point, and we let
both volume and time interval shrink to zero, the balance will be represented
by a partial differential equation (abbreviated PDE). This PDE can, then,
be interpreted as ‘a statement of balance at a point’, i.e., for a small volume
about the point.

The total flux, jtE , of any extensive quantity, E, having a density e, is
expressed by the product eVE , with VE denoting the velocity of the E-
continuum. At this time, let us introduce the mathematical term ’divergence
of a flux’, and its physical interpretation.

Consider the parallelepiped control volume with dimensions Δx, Δy, Δz,
shown in Figure 5.1.1. During a period Δt, the excess of inflow over outflow of
the extensive quantity through the surfaces that bound the control volume,
is expressed by

Δt
[(

jtEx
∣

∣

x− 1
2Δx,y,z

− jtEx
∣

∣

x+ 1
2Δx,y,z

)

ΔyΔz

+
(

jtEy
∣

∣

x,y− 1
2Δy,z

− jtEy
∣

∣

x,y+ 1
2Δy,z

)

ΔxΔz

+
(

jtEz
∣

∣

x,y,z− 1
2Δz
− jtEz

∣

∣

x,y,z+ 1
2Δz

)

ΔxΔy
]

.
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Figure 5.1.1: A control volume.

The excess of inflow over outflow, per unit volume and per unit time, is
obtained by dividing the above expression by ΔxΔyΔzΔt, yielding

jtEx
∣

∣

x− 1
2Δx,y,z

− jtEx
∣

∣

x+ 1
2Δx,y,z

Δx
+
jtEy

∣

∣

x,y− 1
2Δy,z

− jtEy
∣

∣

x,y+ 1
2Δy,z

Δy

+
jtEz

∣

∣

x,y,z− 1
2Δz
− jtEz

∣

∣

x,y,z+ 1
2Δz

Δz
.

In order to obtain the above excess of inflow over outflow of the extensive
quantity at a point (that is, per unit volume of an REV centered at the
point), we let Δx, Δy, Δz → 0, leading to the expression

−
(

∂jtEx
∂x

+
∂jtEy
∂y

+
∂jtEz
∂z

)

, or, equivalently −∇·jtE.

The right-hand side of this expression (written, equivalently, in the form
−div jtE ≡ ∇ · jtE) is read as ‘minus divergence of the vector jtE ’.

Thus, the physical interpretation of minus the divergence of the total flux
of any extensive quantity is the excess of inflow over outflow of that quantity,
per unit volume of fluid phase and per unit time at a point. This excess flow
is a consequence of the spatial variations of the flux.

With this interpretation of ‘divergence of a flux’, and noting that ∂e/∂t
is interpreted as the rate of increase in e (i.e., in the amount of E per unit
volume of a phase), the (microscopic) differential balance of E of a phase is
given by

∂e

∂t
= −∇·eVE + ρΓE, (5.1.2)
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where jtE ≡ eVE, and ΓE is the rate of production of E per unit mass of the
phase.

Another way to express the total flux of an extensive quantity, E, is by
making use of the diffusive flux, jE of E. To understand the definition of the
diffusive flux of an extensive quantity E, we note that the total flux of E,
eVE, may be expressed as a sum

eVE ≡ eV + e(VE −V) ≡ eVE + jE, (5.1.3)

i.e., the sum of an advective flux, eV, carried by the fluid as it moves at the
mass-weighted velocity, V, defined in (7.1.13), and a diffusive flux, jE, which
expresses the flux of E relative to the fluid’s motion. The latter flux is defined
in (7.1.11) as the diffusive flux of E.

Thus, expressing the total E-flux as a sum of advective and diffusive fluxes,
(5.1.2) may also be written in the form:

∂e

∂t
= −∇·(eV + jE) + ρΓE. (5.1.4)

This is the most general balance equation for any extensive quantity, E, of a
phase at the microscopic level.

Each of the terms in this balance equation represents an added quantity
of E per unit time and per unit volume of the considered fluid phase. The
net added quantity, represented by the term on the left-hand side, is due to
the right-hand side terms:

• An excess of inflow over outflow of E, per unit time and per unit volume
of the fluid phase, due to spatial variations in the total flux of E.

• A quantity of E produced within the phase, per unit time and per unit
volume of the fluid phase.

Equation (5.1.4) describes the (microscopic) balance of E at any point
within an α-phase. According to our methodology, to obtain a macroscopic
balance equation, we average (5.1.4) over the domain Uoα occupied by an
α-phase within an REV, centered at any point within Uoα, using the intrinsic
phase average defined in (1.3.2). We obtain (Bear and Bachmat, 1990)

∂θeα

∂t
= − ∇ · θ(eαVα

+ e̊V̊
α

+ jE
α)

− 1
Uo

∫

Sαβ

[e(V− u) + jE ] · n dS + θρΓE
α
, (5.1.5)

where θ denotes the volumetric fraction of the considered phase, n denotes
the unit vector normal to Sαβ , and we have made use of the decomposition of
the (intrinsic phase) averaged advective flux of E within the α-phase, eV

α
,

into two fluxes: a macroscopic advective flux eαV
α
, and another macroscopic

flux, e̊V̊
α

. In the latter expression, e̊ and V̊ are deviations of e and V from
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their averages over the α-phase within the REV, eα and V
α
, respectively.

Note that (1) we have made use of the average symbol, as we wish to make
a distinction between microscopic and macroscopic level variables, and (2)
we have introduced here the volumetric fraction of a fluid, θ, defined as the
volume of the fluid phase per unit volume of the REV; in saturated flow, it
is equal to the porosity, φ.

Equation (5.1.5) is the general (macroscopic) differential balance equation
of an extensive quantity, E, of a phase. By comparing this equation with
the microscopic one, (5.1.4), we note that the former contains two additional
terms, introduced as a result of the averaging process:

• A flux, e̊V̊
α

, which is the flux of E in excess of the average advection of
E by the phase. This flux is discussed in detail in Subs. 7.1.4 and 7.1.5.

• A term
1
Uo

∫

Sαβ

[e(VE − u) + jE] · n dS,

which expresses the flux of E across the Sαβ-surface that separates the
considered phase from all other phases within Uo.

Note that the second term is a sum over all other phases, β, when such phases
are present in the system.

The (microscopic) flux normal to the Sαβ-surface, appearing in the inte-
grand, is made up of advection of e, relative to the surface (possibly moving
at a velocity u), and diffusion. When the Sαβ-surface is a material surface
with respect to the E-quantity, the term e(VE −u) ·n vanishes, and the flux
through Sαβ is due to diffusion only. It is of interest to note that by the av-
eraging process, the boundary conditions on the interphase boundaries, Sαβ ,
became a source term in the macroscopic equation, (5.1.5).

Each of the four terms in the macroscopic balance equation represents a
quantity of E added per unit time to a unit volume of porous medium. The
net added quantity, represented by the term on the left hand side is due to
the three right hand side terms:

• A net influx of E, per unit time and per unit volume of porous medium,
due to spatial variations in the total E-flux.

• An outflow of E that leaves the phase through the Sαβ-surface that bounds
the phase within the REV (of volume Uo), per unit time and per unit
volume of porous medium, and

• A quantity of E produced within the considered phase, per unit time and
per volume of porous medium.

We note that the total macroscopic flux of E, per unit area of porous
medium, is made up of three parts:

• An advective flux, θeαV
α
.

• A dispersive flux, θe̊V̊
α

.
• A diffusive flux, θjE

α
.
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B. Mass balance equation

Let us now return to the particular case considered in this section, viz., the
extensive quantity under consideration is the mass of a fluid phase. For this
case, we replace E by m, and e by ρ, representing the mass density of the
fluid (= mass per unit volume of fluid phase), and VE by V. Equation (5.1.2)
takes then the form

∂ρ

∂t
= −∇·ρV + ρΓ ′m. (5.1.6)

We note that by definition, the diffusive flux of the mass is identically zero.
The term ρΓ ′m represents a source (= a negative sink) of phase mass. Ac-
tually, at the microscopic level in a three-dimensional domain, such a source
does not exist, unless there are chemical, biological, or nuclear reactions. Nev-
ertheless, we shall leave this term here, as often point sources or sinks of fluid
mass are represented, symbolically, by a function Γ ′m = Γ ′m(x, y, z, t). This
topic is further discussed in Subs. 5.1.4.

The averaged, or macroscopic mass balance equation for a fluid phase that
occupies the entire void space (porosity, φ), can be obtained by averaging the
microscopic mass balance equation (5.1.6), or by applying (5.1.5) to the case
e = ρ, with θ replaced by φ.

Assuming that the dispersive flux (discussed in Subs. 7.1.4 and 7.1.5) of

the mass is much smaller than its advective one, i.e., |ραVα| � |ρ̊V̊
α

|, we
obtain the macroscopic mass balance equation for a fluid phase,

∂

∂t
(φρ) = −∇·(ρq) + ρΓm, (5.1.7)

where q (= φV) denotes the specific discharge (= volume of fluid per unit
area of porous medium per unit time) of the fluid-phase, and the symbol Γm

denotes a source of fluid (= added volume of fluid phase per unit volume of
porous medium, per unit time), other than through the (microscopic) solid-
fluid interface. We regard a sink as a negative source. To obtain (5.1.7),
we have assumed that the microscopic solid-fluid boundaries are material
interfaces with respect to fluid mass, so that (V−u) ·n = 0 in (5.1.5). Recall
that when a velocity (here, (V − u)) is multiplied (‘scalar product’) by a
unit vector normal to an area (here, n), we obtain the component of that
velocity vector normal to the surface. The case in which we do not neglect
the dispersive mass flux is presented in the discussion on variable density flow
and transport in Subs. 9.3.1.

Note that we have omitted the average symbol over ρ in (5.1.7), because
it is obvious that this is a macroscopic equation (as it involves φ and q). In
Subs. 4.2.2, we have derived this macroscopic mass balance equation also as
(4.2.36) (for steady state), by using the homogenization approach.

Equation (5.1.7) is the second equation that we mentioned at the beginning
of this chapter. We note that we also need information on φ and Γm. We
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have also to relate h to the pressure, p, and p to ρ (through the constitutive
relationship ρ = ρ(p)).

For steady flow of a constant density fluid, in the absence of sources and
sinks within the flow domain, the mass balance equation (5.1.7) reduces to

∇ · q = 0. (5.1.8)

When using (4.1.15) to express q, and assuming K = const., we obtain the
Laplace equation1

∇2h = 0, ∇2 ≡ ∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
, (5.1.9)

to be solved for h = h(x, y, z).

5.1.2 Deformable porous medium

In general, the porous medium comprising an aquifer is deformable, i.e., it
deforms under applied stresses. Obviously, this subject is of interest in soil
mechanics and geotechnical engineering, especially in connection with con-
solidation produced by construction. As we shall show below, in groundwater
hydrology, the subject is of interest because of two reasons: (1) the defor-
mation of the solid matrix affects the storage of water in the void space, as
water pressure changes, and (2) the deformation may reach such an extent
that it manifests itself as land subsidence. We shall deal with both aspects in
the current subsection, in Subs. 5.1.3 and in Sec. 5.5.

In a deformable porous medium, we have: (1) a time-dependent poros-
ity, i.e., ∂φ/∂t �= 0, and (2) a moving solid matrix, i.e., Vs �= 0, where Vs

(≡ Vs
s
) is the macroscopic velocity of the solid matrix. We recall (Sec. 4.2)

that Darcy’s law, e.g., (4.2.2), expresses the fluid flux relative to the (pos-
sibly moving) solid. Hence, when considering flow of water (w) through a
deformable porous medium, we have to take into account also the solid’s (s)
velocity, i.e.,

qr = φ(Vw −Vs). (5.1.10)

Because the above expression involves the solid’s velocity as an additional
variable, we have to consider also the solid’s mass balance equation. To do
so, we make use of the general balance equation (5.1.5), with e = ρs, θ ⇒
(1 − φ), V = Vs, jE = 0, ΓE = 0, assuming that at the microscopic level,
(Vs−u)·n = 0, i.e., the solid-fluid interface is a material surface with respect
to the solid mass. Under these conditions, (5.1.5) reduces to

1 Prof. T.N. Narasimhan of the University of California, Berkeley, comments (Private
communication) that placing a linear flux law in the context of a balance equation that
takes the form of a partial differential equation describing multidimensional diffusion, or
diffusion-like phenomena, was attributed to Fourier (1822), Ohm (1827), and Fick (1855).
In earth sciences, it was probably Dupuit (1863) who inserted Darcy’s one-dimensional law
into the mass balance equation to obtain a description of regional groundwater movement.
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∂

∂t
(1− φ)ρs = −∇·[(1− φ)ρsVs]. (5.1.11)

Recalling the physical meaning of the time derivative and of the ‘divergence
of a flux’, this equation states that the rate of added solid mass, per unit
volume of porous medium, is equal to the net mass of moving solid entering
that volume, per unit volume and unit time, through the boundaries of that
volume. Introducing the material (or total , or substantial) time derivative for
the solid phase, defined by

Ds(..)
Dt

=
∂(..)
∂t

+ Vs · ∇(..). (5.1.12)

Equation (5.1.11) can be rewritten in the form

1
1− φ

Ds(1 − φ)
Dt

+
1
ρs

Dsρs
Dt

= −∇·Vs. (5.1.13)

The deformation of the solid phase (not the solid matrix!) is usually assumed
to be volume preserving. This means that at the microscopic level, ∇·Vs = 0,
and Dsρs/Dt = 0. Hence, at the macroscopic level, Dsρs/Dt vanishes, and
(5.1.13) reduces to

1
1− φ

Ds

Dt
(1− φ) = −∇·Vs. (5.1.14)

The left-hand side of (5.1.14) may be interpreted as ‘the relative rate of
expansion of the volume occupied by the solid phase’.

We now rewrite the (macroscopic) water (w) mass balance equation (5.1.7)
in the form

∂φρw
∂t

= −∇·φρw(Vw −Vs)−∇·(φρwVs) + ρwΓ
w

= −∇·(ρwqr)−Vs · ∇(φρw)− φρw∇·Vs + ρwΓ
w

= −∇·(ρwqr)−Vs · ∇(φρw) + φρw
1

1− φ

Ds(1− φ)
Dt

+ ρwΓ
w,

(5.1.15)

or,

φ
Dsρw
Dt

+ ρw
1

1− φ

Dsφ

Dt
= −∇·(ρwqr) + ρwΓ

w, (5.1.16)

or, in terms of the material derivative with respect to the water phase,

φ
Dwρw

Dt
+ ρw

1
1− φ

Dsφ

Dt
= −ρw∇·qr + ρwΓ

w, (5.1.17)

where
Dw(..)

Dt
=

∂(..)
∂t

+ Vw · ∇(..). (5.1.18)
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For a stationary (Vs = 0) nondeformable solid matrix, Ds(1 − φ)/Dt =
−Dsφ/Dt = 0, equation (5.1.16) reduces to (5.1.7).

Assuming that in a deformable porous medium
∣

∣

∣

∣

∂ρw
∂t

∣

∣

∣

∣

� ∣

∣Vs · ∇ρw
∣

∣,

∣

∣

∣

∣

∂φ

∂t

∣

∣

∣

∣

� ∣

∣Vs · ∇φ
∣

∣, (5.1.19)

i.e., assuming that the spatial variations are much smaller than the corre-
sponding temporal ones, (5.1.16) reduces to mass balance equation for the
water,

φ
∂ρw
∂t

+ ρw
1

1− φ

∂φ

∂t
= −∇·(ρwqr) + ρwΓ

w. (5.1.20)

A detailed analysis of soil deformability requires the introduction of the
soil (macroscopic) volumetric strain, or dilatation, εsk. Denoting the (macro-
scopic) displacement of the soil’s solid skeleton by the vector ws, the soil
volumetric strain, a second rank symmetric tensor, is expressed by

εsk = ∇·ws. (5.1.21)

Then, with the assumption |∂ws/∂t| � |Vs · ∇ws|, we obtain

Vs ≡ Dsws

Dt
≈ ∂ws

∂t
. (5.1.22)

Equation (5.1.14) becomes

∂εsk

∂t
= − 1

1− φ

Ds(1− φ)
Dt

, (5.1.23)

and the mass balance equation (5.1.16) is replaced by

φ
Dsρw
Dt

+ ρw
∂εsk

∂t
= −∇·(ρwqr) + ρwΓ

w. (5.1.24)

The mass balance equation (5.1.20) can be rewritten as

φ
∂ρw
∂t

+ ρw
∂εsk

∂t
= −∇·(ρwqr) + ρwΓ

w. (5.1.25)

Finally, if we assume that
∣

∣

∣

∣

φ
∂ρw
∂t

∣

∣

∣

∣

� ∣

∣qr · ∇ρw
∣

∣, (5.1.26)

which may be interpreted as stating that the temporal rate of density change
at a point is much larger than the spatial one, we may approximate∇·(ρwqr)
in (5.1.20), (5.1.24), and (5.1.25) by ρw∇·qr. For example, the mass balance
equation for water, (5.1.20), then reduces to
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φ
∂ρw
∂t

+ ρw
1

1− φ

∂φ

∂t
= −ρw∇·qr + ρwΓ

m. (5.1.27)

For a compressible fluid, ρw = ρw(p), the above equation takes the form

φβ
∂p

∂t
+
∂εsk

∂t
= −∇·qr + Γw, (5.1.28)

in which β is the coefficient of fluid compressibility, defined by

β =
1
ρw

dρw
dp

. (5.1.29)

Expressing qr by (4.2.2), we obtain a single equation in the three vari-
ables p, φ and εsk. Actually, we have shown earlier that changes in εsk are
associated with changes in φ. The second term on the left-hand side of the
above equation expresses the temporal rate of change in the volume strain
of the solid skeleton. It has to be expressed in terms of the variable(s) of the
problem, e.g., in terms of the rate of change in water pressure. To achieve
this goal, we shall introduce the concept of effective stress in the next subsec-
tion. Then we shall define the specific storativity of a deformable saturated
porous medium, which leads to the derivation (end of Subs. 5.1.3) of a model
that describes saturated flow and deformation in a three-dimensional porous
medium domain.

Finally, in Subs. 5.1.4 we shall present a different form of (5.1.28), which
describes the mass balance for a fluid in a deformable porous medium—an
equation written in terms of a single variable, pressure or piezometric head.

5.1.3 Specific storativity

Geotechnical engineers regard the soil in the subsurface as a deformable ma-
terial. They usually apply to such material the concepts and terminology of
solid mechanics. For example, they use stress and strain in order to inves-
tigate deformation, e.g., as manifested by the phenomenon of consolidation.
Hydrogeologists have introduced the concept of specific storativity to express
the changes in the mass of water stored in a formation as a consequence of
pressure changes, taking into account the compressibility of the water and
the deformability of the soil.

The term on the left-hand side of (5.1.7) represents the mass of water
added to a unit volume of porous medium per unit time. This term can also
be written as

∂

∂t
(φρw) = φ

∂ρw
∂t

+ ρw
∂φ

∂t
. (5.1.30)

We note that two effects contribute to the added water mass: water com-
pressibility and porous medium deformability.

In general, the density of water depends on pressure, p, solute concentra-
tion, c, and temperature, T , i.e., ρw = ρw(p, c, T ). Thus,
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∂ρw
∂t

=
∂ρw
∂p

∂p

∂t
+
∂ρw
∂c

∂c

∂t
+
∂ρw
∂T

∂T

∂t
. (5.1.31)

In this section, we shall restrict the discussion to the case in which the density
of water depends on pressure only, i.e., ρw = ρw(p). Then,

∂ρw
∂t

=
∂ρw
∂p

∂p

∂t
= ρwβ

∂p

∂t
, (5.1.32)

where β is water compressibility, defined in (5.1.29).
To develop the second term on the right-hand side of (5.1.30), we start from

the assumption (already introduced earlier) that the density of the solid, ρs,
not of the solid matrix, remains unchanged as the porosity undergoes changes.
Given a fixed mass of solid matrix, ms, this means that ∂Us/∂t = 0, where
Us denotes the volume of solid. Recall that the entire discussion here is at
the macroscopic level.

To facilitate the discussion, we have to introduce here the concept of ef-
fective stress, commonly used in geotechnical engineering.

By averaging the momentum balance equations for the solid and fluid
phases within an REV, neglecting the inertial terms and terms that express
friction within the fluids, and summing up the equations for the individual
phases (in order to eliminate terms representing momentum exchange across
fluid-solid interfaces), we obtain (Bear and Bachmat, 1990) the equilibrium
equation

∇ · σ + ρF = 0, ρF = ρwφ+ ρs(1− φ), (5.1.33)

in which, ρF (= −ρg∇z) denotes the phase average (Sec. 1.3) gravity force
acting on the total mass within the REV, and σ is the phase averaged total
stress at a point (in a three-dimensional domain), given by

σ =
1
Uo

∫

Uo

σ dU =
1
Uo

∑

α=w,s

∫

Uoα

σα dUα = σw + σs. (5.1.34)

All stresses are second rank symmetric tensors.
For a saturated porous medium, neglecting the shear stress in the fluid,

the total stress in (5.1.33) takes the form

σ = (1− φ)σss − φpw
wI. (5.1.35)

Our objective is to determine the stress that produces the strain of the solid
matrix in a porous medium domain. The knowledge of this strain is required
in order to deal with the deformation of a porous medium.

In order to deal with the deformation of a porous medium, we use the
concept of effective stress introduced in soil mechanics by Terzaghi (1923).
Essentially, this concept assumes that in a granular porous medium, the pres-
sure in the water (or in the fluids, in a multiphase system) that almost com-
pletely surrounds each solid grain, produces in the latter a stress of equal
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Figure 5.1.2: Nomenclature for the definition of Terzaghi’s effective stress.

magnitude, without contributing to the deformation of each grain. Instead,
deformation occurs mainly due to the forces at the points of contact be-
tween the grains. At these points, concentrated normal and shear forces are
transmitted from grain to grain. Thus, the (macroscopic) strain-producing
stress, or intergranular stress, or effective stress, is obtained by subtracting
the water pressure (or, in a multiphase system, the average pressure of the
fluids in the void space) from the stress in the solid material (all stresses and
pressures being averaged ones).

The deformation of the solid matrix is produced mainly by the rearrange-
ment of the grains, with localized slipping and rolling. This deformation is,
largely, irreversible. A change in water pressure, with an equal change in total
stress, produces no deformation and, hence, should produce no change in the
effective stress. In considering porous medium deformation, the deformation
of the solid itself is neglected

To illustrate the concept of effective stress in a simple way, let us limit the
discussion for the moment to vertical forces only, and consider the vertical
cross-section through a saturated porous medium domain and the horizontal
unit area, AB, shown in Fig. 5.1.2.

In this section we shall make use of the symbols that indicate average,
or macroscopic values, in order to emphasize the meaning of these averaged
values.

At every instant, the load acting on the upper side of AB is due to the
weight of soil, water, and whatever load exists at ground surface. This load,
which produces a (macroscopic) stress, σ (= total force per unit area of
porous medium), must be in equilibrium with two stresses acting on AB from
below: a stress, φpww, resulting from the (average) pressure in the water, pww,
acting on the water portion of AB, and a stress (1−φ)σss, resulting from the
(average) stress, σss, in the solid skeleton, acting on the solid portion of AB.
Both pw

w and σs
s are intrinsic phase averages, while σ is a volume average

of σ. It can be shown (e.g., Bear and Bachmat, 1990) that these intrinsic
phase averages are equal to intrinsic areal averages, that is, pww and σs

s also
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express force per unit area of water and per unit area of solid, respectively.
The shear stress in the water has been neglected.

With the stresses σ and σs
s taken as positive for tension, while pressure in

the water taken as positive for compression (as is common in fluid mechanics),
the above statement of force (actually, stress) equilibrium can be expressed
in the form:

σ = (1− φ)σss − φpw
w. (5.1.36)

In order to express the above equation in terms of Terzaghi’s effective stress,
σ′
s, we add pw

w to both sides of (5.1.36), obtaining

σ′
s = (1− φ)(σss + pw

w), (5.1.37)

where
σ′
s = σ + pw

w. (5.1.38)

Although (5.1.36) through (5.1.38) are based on the simplification of vertical
stress only, they can easily be extended to three-dimensional domains in the
following manner. The (phase average) stress in the water may be decomposed
into two parts, using the definition

σw
w = pw

wI + τww, (5.1.39)

where τww, is the (intrinsic phase average) shear (or deviatoric) stress in the
water. Here, σww and τww are second rank symmetric tensors, and I is the
unit tensor.

Neglecting τww, and defining the effective stress as

σ′
s = (1− φ)(σss + pw

wI), (5.1.40)

the total stress in a three-dimensional saturated medium is expressed by

σ = σ′
s − pw

wI, (5.1.41)

where σ and σ′
s are second rank symmetric tensors.

When changes take place, either in the external load (producing changes
in the total stress distribution, σ), or in the water pressure, pww, e.g., by
pumping, we have

dσ = dσ′
s − dpw

wI. (5.1.42)

We can now return to the discussion on specific storativity.
In the case of vertical stresses only, considered above, omitting the overbar

symbol for an average, the statement that the solid is not deformable, is
expressed by

∂Us
∂σ′

s

= 0, (5.1.43)
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where σ′
s is the vertical effective stress. With Upm (= Us/(1 − φ)) denoting

the porous medium volume containing Us, we can rewrite (5.1.43) as

∂Us
∂σ′

s

≡ (1− φ)
∂Upm

∂σ′
s

+ Upm
∂(1− φ)
∂σ′

s

= 0. (5.1.44)

Hence, in view of (5.1.38), written for the vertical direction only, and as-
suming no change in the total stress, i.e., dσ = 0, and dσ′

s = dp, we may
write

1
Upm

∂Upm

∂σ′
s

=
1

1− φ

∂φ

∂σ′
s

=
1

1− φ

∂φ

∂p
. (5.1.45)

At this point, we assume that we deal with relatively small volume changes,
and that the soil may be assumed to behave as an elastic material. The
coefficient of soil compressibility, α, is defined for this case of vertical stresses
only, as

α =
1
Upm

∂Upm

∂σ′
s

=
1

1− φ

∂φ

∂p
. (5.1.46)

The coefficient α can be determined in a laboratory experiment with a fixed
mass of soil, and a representative volume of soil. Sometimes, soil compress-
ibility is expressed by a coefficient of rock compressibility, α′, such that

φ = φo [1 + α′ (p− po)] , (5.1.47)

where po and φo are reference values of pressure and porosity, respectively.
We now return to the second term on the right-hand side of (5.1.30).

Making use of (5.1.46), we obtain

∂φ

∂t
= (1 − φ)α

∂p

∂t
. (5.1.48)

With the above equation, we can now rewrite (5.1.30) in the form

∂

∂t
(φρw) = ρw [φβ + (1− φ)α]

∂p

∂t
≡ Sm∗

op

∂p

∂t
. (5.1.49)

Recalling the physical interpretation of the left-hand side of the above equa-
tion, Sm∗

op can be interpreted as the specific mass storativity, here for a sat-
urated porous medium. It is defined as the mass of water released from (or
added to) storage in a unit volume of a deformable porous medium per unit
decline (or rise) in water pressure. We have used the superscript m and sub-
script p to indicate that this is a specific mass storativity associated with
pressure changes, as several other types of storativities will be defined below.

One may easily define a specific storativity with respect to changes in
piezometric head (actually, in terms of Hubbert’s potential, h∗, defined in
(4.1.6)), by making use of the relationship (6.3.22)
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∂h∗

∂t
=

1
ρw(p)g

∂p

∂t
.

Thus, groundwater hydrologists define a specific storativity (for saturated
flow),

S∗
o ≡ gSm∗

op = ρwg[φβ + (1− φ)α], (5.1.50)

as the volume of water released from (or added to) storage in a unit volume
of porous medium, per unit decline (or rise) in the piezometric head (e.g.,
Bear, 1972),

S∗
o =

ΔUw
UpmΔh

. (5.1.51)

Here,

ρwS
∗
o

∂h∗

∂t
= Sm∗

op

∂p

∂t
. (5.1.52)

Again, the above discussion can be extended to a three-dimensional domain.
Following the above discussion, we may now rewrite the mass balance

equation (5.1.7) in the form

Smop
∂p

∂t
= −∇·(ρwqr) + ρwΓ

w, Smop = ρw(φβ + α). (5.1.53)

We can now write the following mass balance equations for water in saturated
flow, in terms of the piezometric head, h, in the form:

ρwSo
∂h

∂t
= −∇·(ρwqr) + ρwΓ

w, So = ρwg(φβ + α), (5.1.54)

in which So is another form for the specific (volume) storativity. Note that
by expressing qr in terms of h, the above equation contains only a single
variable, h, to be solved for.

We note the difference between the expressions for So and S∗
o defined

in (5.1.50). This difference is explained by the difference between qr and
qw appearing in the divergence term in the mass balance equation. In soil
mechanics, an undrained test (on a saturated soil sample) is one in which
water is (practically) stationary relative to the solids, i.e., qr = 0. Then,
any added water goes only into storage in the sample, raising the pressure of
the water in the sample. Accordingly, So (= ρw(α+ φβ)) may be considered
to be another definition for specific storativity, this time under conditions
equivalent to those prevailing in an undrained test. Thus, So is applicable to
a coordinate system that moves with the solid phase, while S∗

o is appropriate
for a reference frame in which solid and fluids move about freely.

When we invoke assumption (5.1.26), i.e., |φ∂ρw/∂t| � |qr ·∇ρw|, (5.1.54)
is replaced by the simpler form

So
∂h

∂t
= −∇·qr + Γw. (5.1.55)
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This equation, with specific storativity, So, defined by (5.1.51), i.e., a verbal
definition identical to that of S∗

o , is the one commonly used to describe the
movement of water under saturated flow conditions. Actually, hydrologists
use (5.1.55) with So defined by the right-hand side of (5.1.50), and with qr
replaced by qw.

We wish to emphasize again that underlying (5.1.55) is the assumption
that water density is assumed constant, except in the expression for the spe-
cific storativity, So, where we do take into account water compressibility.

Altogether, we have achieved our goal of expressing the mass balance equa-
tion for a compressible fluid in a deformable porous medium in terms of a
single equation written in terms p and qr. In the next subsection we shall
use Darcy’s law, thus leading to a single equation in a single variable.

Before moving to the next subsection, let us present a three-dimensional
model of saturated flow and deformation.

Following Verruijt (1969), we separate the total stress, σ, the effective
stress, σ′

s, the pressure p, and the body force f(≡ ρF) into initial steady-
state values, σo, σ′

s
o
, po and fo, and deformation-producing increments, σe,

σ′
s
e
, pe and fe, with

σo = σ′
s
o − poI, and σe = σ′e

s − peI. (5.1.56)

We assume, as a good approximation, that the body force, f , remains un-
changed, although φ and ρw do vary, i.e., fe = 0. Then, the equilibrium
equation for the initial steady state, is

∇ · σ′
s
o + fo −∇po = 0. (5.1.57)

For the incremental (deformation producing) effective stress and pressure, we
have

∇ · σe ≡ ∇ · σ′
s
e −∇pe = 0. (5.1.58)

We now make the assumptions that the solid matrix is isotropic and, for the
relatively small excess effective stresses considered here, is made of a perfectly
elastic material that obeys the macroscopic strain-stress relationship

σ′
s
e = μ′

s{∇w + (∇w)T }+ λ′′s (∇ ·w)I, (5.1.59)

or, in indicial notation

(σ′
s
e)ij = μ′

s

(

∂wi
∂xj

+
∂wj
∂xi

)

+ λ′′s

(

∂wk
∂xk

)

δij = 2μ′
sεij + λ′′s εδij , (5.1.60)

where εij denotes a component of the strain tensor, ε, ε ≡ εsk, and μ′
s and λ′′s

are macroscopic constant coefficients called the Lamé’s coefficients of the solid
skeleton (see any text on theory of elasticity). Their values must be obtained
experimentally. Only the incremental effective stress causes displacement.
Here, w denotes the macroscopic displacement vector ws

s.
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By inserting (5.1.60) into (5.1.58), we obtain

∂

∂xi

[

μ′
s

(

∂wi
∂xj

+
∂wj
∂xi

)

+ λ′′s
∂wk
∂xk

δij

]

− ∂pe

∂xi
δij = 0, (5.1.61)

to be used for determining the displacement vector, w.
The mass balance equation (5.1.25) may also be rewritten as two balance

equations, one representing the initial steady state (with variables denoted by
superscript o), and the other, involving increments of pressure (with variables
denoted by superscript e), that produce displacements. Thus, the second
equation may be written in the form

∇ · (ρwqer) + φρβ
∂pe

∂t
+ ρ

∂εsk

∂t
= 0, (5.1.62)

where εesk ≡ εsk since εosk ≡ 0, and, for the isotropic porous medium considered
here,

qer = − k

μ
(∇pe + ρwg∇z). (5.1.63)

In writing (5.1.62) and (5.1.63), we have introduced the approximations

ρw = ρow + ρew � ρow, ρew � ρow, μe � μo, φ = φo + φe � φo, φe � φo.

We also assume that the permeability k remains unchanged in spite of the
deformation that takes place.

By inserting the expression for qer into (5.1.62), we obtain the mass balance
equation for a compressible fluid phase in a deformable, isotropic and linearly
elastic porous medium, in the form

−∇ ·
[

ρw
k

μ
(∇pe + ρwg∇z)

]

+ φρwβ
∂pe

∂t
+ ρw

∂εsk

∂t
= 0. (5.1.64)

This is a single equation in two variables pe and εsk.
The complete set of equations describing the flow of a single compressible

Newtonian fluid (ρ, μ) in a deformable isotropic porous medium consists now
of the equations and relationships summarized in Table 5.1.1. From this
table, it follows that we have a sufficient number of equations to solve for the
various dependent variables involved. In principle, this is the model intro-
duced by Biot (1941). We note that this model also yields the displacement
vector, w. It can be used, for example, for determining soil consolidation and
land subsidence.

As an example, consider a homogeneous isotropic porous medium, with
λ′′s , μ′

s = const. We rewrite (5.1.61) in the form of the three equations

μ′
s

∂2wi
∂xj∂xj

+ (λ′′s + μ′
s)
∂εsk

∂xi
− ∂pe

∂xi
= 0, i = 1, 2, 3. (5.1.65)
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Additional

Equations Dependent

Variables

Mass balance equation ∇ · ρwqe
r + φ ∂ρw

∂t
ρw, φ,

for the fluid, + ρw
∂εsk

∂t
= 0 qe

r , εsk

(5.1.25)–(1 eqn.) (6 vars.)

Equation of motion

for the fluid qe
r = −k

μ
(∇pe + ρwg∇z) pe (1 var.)

(5.1.63)–(3 eqns.)

Equilibrium

relationships ∇ · σ′
s
e −∇pe = 0 σ′

s
e

(5.1.58)–(3 eqns.) (6 vars.)

Stress-strain

relationships σ′
s
e = μ′

s

[

∇w + (∇w)T
]

w

for the solid matrix +λ′′
s (∇ · w)I (3 vars.)

(5.1.59)–(6 eqns.)

Dilatation-

displacement relations εsk = ∇ · w (none)

(5.1.21)–(1 eqn.)

Equation of state

for the fluid–(1 eqn.) ρw = ρw(p) (none)

Dilatation-porosity

relation (5.1.23)–(1 eqn.) ε̇sk = 1
1−φ

φ̇ (none)

Total: 16 equations 16 (scalar)

variables

Table 5.1.1: Summary of balance equations and constitutive relations for
Darcian, saturated flow of a compressible Newtonian fluid in an isotropic
linearly elastic porous medium (Bear and Bachmat, 1990).

By differentiating each of these equations with respect to the corresponding
xi, and adding the resulting three equations, we obtain the single equation
(Verruijt, 1969)

(λ′′s + 2μ′
s)∇2εsk −∇2pe = 0, (5.1.66)

which, together with (5.1.28) and (4.2.2), often simplified for a homogeneous
isotropic porous medium to the form

−k
μ
∇2pe + φβ

∂pe

∂t
+
∂εsk

∂t
= 0, (5.1.67)
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constitute two equations in the variables pe and εsk.
Following Verruijt (1969), we integrate (5.1.66), and obtain

(˜λ′′s + 2˜μ′
s)ε̃sk = ˜pe +Π(x, t), (5.1.68)

where Π is a function of position and time that for every value of time, t,
satisfies

∇2Π = 0. (5.1.69)

When Π ≡ 0 (see below), we may insert

ε̃sk =
˜pe

˜λ′′s + 2˜μ′
s

(5.1.70)

in (5.1.67), and obtain (omitting the averaging symbol)

k

μ
∇2pe =

(

nβ +
1

λ′′s + 2μ′
s

)

∂pe

∂t
≡ (nβ + α)

∂pe

∂t
, (5.1.71)

which is a simple (diffusion-type) mass balance equation commonly employed
in hydraulics of groundwater for determining the pressure distribution. In the
above, we have

α =
1

λ′′s + 2μ′
s

, (5.1.72)

which may be interpreted as a coefficient of porous medium compressibility.
This is the same coefficient α defined in (5.1.46) that appears in the definition
of specific storativity, (5.1.50).

As pointed out by Verruijt (1969, p. 348), the function Π ‘describes the de-
viation of the simplified Terzaghi-Jacob theory from the Biot theory’, where
the former assumes vertical consolidation only, while the latter takes into
account the three-dimensional nature of consolidation. Here, Π expresses the
deviation in the integrated approach to aquifer consolidation. In principle,
however, horizontal displacements do take place. Their effect in hydrology
may be negligible, but as part of consolidation, their damage may be signifi-
cant. A discussion on modeling land subsidence is presented in Sec. 5.5.

5.1.4 Flow equations

We use the term flow equation when referring to a mass balance equation for
a fluid phase, combined with the appropriate form of Darcy’s law (= motion
equation). The objective is to obtain a single equation for that phase, written
in terms of a single state variable, such as pressure or piezometric head.
As examples, we shall use the mass balance equation for three-dimensional
saturated flow of water in the forms of (5.1.53) or (5.1.54).

The equation of motion (Darcy’s law) for saturated flow is presented in
Chap. 4. In particular, we shall use two forms of Darcy’s law: (4.2.2) in
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terms of pressure, and (4.2.53) in terms of Hubbert’s potential. Usually, we
assume a constant fluid density, and replace Hubbert’s potential, h∗, by the
piezometric head, h.

With the above in mind, we may start from the mass balance equation
(5.1.53), recalling all the assumptions that underlie it, and rewrite it for the
flow of a compressible fluid, ρw = ρw(p), in a deformable porous medium, in
the form:

Smop
∂p

∂t
= ∇·

[

ρw
k

μ
· (∇p + ρwg∇z)

]

+ ρwΓ
w, (5.1.73)

where k is the permeability (tensor), Γw represents a possible water source,
and the specific mass storativity, Smop, is defined in (5.1.53), recalling that
superscript m and subscript p indicate that this is a specific mass storativity
associated with pressure changes. The pressure, p = p(x, t), is the variable
for which a solution is sought by solving this equation.

If we invoke assumption (5.1.26), which is usually justified in practice,
(5.1.73) reduces to

Sop
∂p

∂t
= ∇·

[

k

μ
· (∇p+ ρwg∇z)

]

+ Γw, Sop = (φβ + α) . (5.1.74)

This is a single equation in terms of pressure, p, as a single variable (although
we have to make use also of the constitutive equation ρ = ρ(p)).

In modeling flow in aquifers, it is convenient to use the piezometric head,
h, instead of pressure, as the state variable. Then, defining specific (volume)
storativity

So ≡ gSmop = ρwg (φβ + α) , (5.1.75)

(dims. L−1) as the volume of water released from (or added to) storage per
unit volume of porous medium per unit decline (or rise) in the piezometric
head, we obtain

So
∂h

∂t
= ∇·(K · ∇h) + Γw. (5.1.76)

This is the most commonly used flow equation for describing three-dimensional,
saturated flow in terms of the single variable, piezometric head, h = h(x, t).
In a homogeneous domain, the quotient K/So is sometimes referred to as
the (flow) diffusivity of the porous medium (in analogy to the coefficient that
appears in the balance equation for molecular diffusion).

Note that, actually, we do not really consider here the deformation of
the porous medium. Instead, as is common in groundwater hydrology, we
make the assumption that the fluid compressibility and the effect of solid
deformation can be incorporated in the scalar coefficient of specific storativity.

In (5.1.76), Γw (dims. T−1) represents the strength of fluid sources. When
these sources take the form of point sources of strength Qi(x, t) (dims. L3/T)
located at points xi, we use the Dirac delta-function (or the Dirac distribu-
tion, or the unit impulse), δ(x− xi) (dims. L−3), defined formally by
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δ(x − xi) = lim
a→0

{1/a3 |x− xi| < a,

0 elsewhere,
(5.1.77)

to express the source term in the form:

Γw =
∑

(i)

Qi(xi, t)δ(x− xi). (5.1.78)

Actually, Qi may represent both pumping wells (with Qi < 0) and recharge
wells (with Qi > 0).

For an artesian well, the rate of discharge is dictated by the draw-
down. Specifically, the rate for a well at (xm, ym, zm) can be expressed as
Qm = αm[h(xm, ym, zm, t) − ζ∗m] in which αm is a coefficient that relates
drawdown to discharge in the artesian well (e.g., Bear, 1979, p. 326), ζ∗m de-
notes the elevation of ground surface, or of the well’s outlet, and Qm = 0
when h(xm, ym, zm, t) ≤ ζ∗m.

In Subs. 9.3.1C, we shall return to the discussion of point sources. There,
in connection with variable density flow, we shall make a distinction between
the density of pumped water and injected water.

Additional forms of the fundamental mass balance equation

In indicial notation, (5.1.76) takes the form

So
∂h

∂t
=

∂

∂xi

(

Kij
∂h

∂xj

)

+ Γw. (5.1.79)

For an homogeneous isotropic porous medium, this equation becomes

So
∂h

∂t
= K

(

∂2h

∂xi∂xi

)

+ Γw. (5.1.80)

Finally, for steady state, or when we may neglect the specific storativity,
So ≈ 0, and in the absence of sources, this equation reduces to the Laplace
equation (5.1.9), i.e.,

∂2h

∂xi∂xi
= 0, or

∂2h

∂x2
+
∂2h

∂y2
+
∂2h

∂z2
≡ ∇2h = 0. (5.1.81)

5.2 Initial and Boundary Conditions

Each of the (macroscopic) partial differential equations presented in the pre-
vious subsection describes the mass balance of water, either in terms of p
or in terms of h. In subsequent chapters, we shall see additional equations,
describing balances of mass of water in the unsaturated zone and of chemical
components in the water. Often, the balance equation contains more than
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a single variable. For example, as already mentioned earlier, the mass bal-
ance equation contains also the mass density, and we have to make use of
the constitutive equation ρ = ρ(p). The flow equation contains also the soil
permeability, and the fluid’s density and viscosity

All these balance equations contain no information related to any par-
ticular case of water flow or of contaminant transport, because a balance
equation itself contains no information on the shape of the boundaries of the
problem domain, nor on the behavior of the specific materials (solid matrix
and fluids) involved.

Accordingly, for a balance equation to describe (and, thus, to be solved
for) a particular case of interest, it has to be supplemented by the following
information:

• Constitutive equations that provide information on the behavior of the
solid and fluid phases involved in the considered case (here, ρ = ρ(p), and
in a deformable porous medium, a constitutive equation for solid matrix
deformation). We have tried to avoid all these by introducing the specific
storativity.

• Functions that represent the rate of (positive or negative) production (=
pumping or injection) of water.

• Information on the numerical values of all the coefficients that appear in
the constitutive and balance equations and in the source terms.

When all of this information is put together, we obtain a closed set of
equations, i.e., a set in which the number of equations equals that of the
variables to be solved for. In the case considered here, this set contains a
single partial differential equation and a number of algebraic equations. The
solution provides the future spatial distributions of the value(s) of the state
variable(s) within the domain.

However, this closed set of equations generally has an infinite number of
solutions. To obtain a unique one that corresponds to a particular case of
interest, it is necessary to provide supplementary information:

(a) The configuration of the boundaries of the domain within which the flow
takes place.

(b) For unsteady flow, a description of the initial state of the domain (=
initial conditions) in terms of the state variables.

(c) A description of the interaction of the fluid within the domain with its
environment, i.e., conditions on the boundaries specified in (a). These
conditions are referred to as boundary conditions.

5.2.1 Boundary surface

Any closed surface may serve as a boundary of an investigated domain, pro-
vided we can state the conditions that prevail on it. It is, therefore, conve-
nient, but not mandatory, to select natural boundaries for a problem domain,
e.g., an impervious geological formation, a lake, or a river.
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In the strict continuum sense, at the macroscopic level, sharp boundaries
that separate a porous medium domain from its environment, or that delin-
eate subdomains of different media, do not exist. By taking averages over
REV’s in the vicinity, and across any boundary between two different media,
e.g., between two porous media (with φ1 �= φ2), between a porous medium
and an adjacent domain of solid without voids (φ = 0), or between a porous
medium and a body of fluid (φ = 1), we obtain a gradual transition in the
averaged solid matrix properties (see discussion in Bear and Bachmat, 1990,
p. 232). Usually, no information is available on how the averaged values of a
considered property vary within this transition zone. However, we recall that
in defining a porous medium in Sec. 1.3, we required: (a) the existence of an
REV the size of which is much smaller than the size of the domain, and (b)
that the variation of any macroscopic quantity (e.g., porosity) over the REV
be linear, or approximately so. If these conditions are satisfied, the actual
variation in porosity across the transition zone may be approximated as an
idealized boundary in the form of a surface across which an abrupt change
in porosity takes place. The sharp boundary may be arbitrarily located at
any point within the transition region. For convenience, however, we usually
locate this surface at the point corresponding to the mean value of the prop-
erty between the two adjacent regions. These considerations are applicable
also to an impervious boundary, i.e., when the external domain is impervious
(φ = 0).

The sharp boundary surfaces introduced in this way, divide the entire
space into subdomains; the continuum approach is applicable to each of them.
Across the boundaries, we assume the existence of a jump in porosity and
in other macroscopic solid matrix properties. On the two sides of each such
a boundary, the values of these properties are obtained by extrapolating
the spatial linear trend in the averaged property values as the boundary is
approached from within each subdomain.

Rigorously, the behavior close to an impervious boundary, say, within a
boundary layer of thickness equal to half the size of an REV, cannot be de-
scribed by the continuum approach, as, within such layer, we do not have the
REV required to obtain averaged values. For example, within the framework
of the continuum approach as described here, a porosity, phi cannot be de-
fined within this boundary layer. In most cases, we extrapolate the value of
φ from the interior of the domain. According to the definition of an REV,
the width of the boundary domain must be much smaller than the size of the
domain itself, so that the effect (on the solution) of the error resulting from
extrapolating the value of porosity from the interior to the boundary should
be negligible. The only way to study what happens within the boundary layer
is to do so at the microscopic level.

So far, we have considered boundaries which are either some arbitrary sur-
faces, or surfaces of (hypothetical) discontinuities in solid matrix properties.
However, a sharp boundary may be introduced as an approximation in two
additional cases.
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A fictitious abrupt boundary between two miscible fluids. Here,
the ‘two miscible fluids’ may be the same fluid, but with significantly different
concentrations of certain components. The transport of these components is
considered in detail in Chap. 7. At this point, it is sufficient to note that,
usually, in reality, a transition zone is created between two adjacent domains
with different solute concentration in the fluid that occupies the void space.
The concentration varies gradually across this transition zone. When the
latter is narrow, relative to the dimensions of the two domains of interest, we
may approximate it as a sharp boundary between two fluids, across which the
concentration changes abruptly from that of one fluid to that of the other.

A boundary between two immiscible fluids. Here, due to capillary
effects (Subs. 6.1.3), the saturation of each fluid varies gradually across a
transition zone. If this zone is narrow relative to the domains of interest on
its two sides, it may be approximated as a sharp boundary across which, as
an approximation, we stipulate a jump in the saturation of the fluids. The
phreatic surface (Subs. 4.5) may serve as an example; the two fluids are air
and water, and we assume that only water is present in the void space below
this surface, while only air, plus water at the irreducible water saturation, is
present in the void space above it.

Because of the approximation involved, whenever sharp boundaries are in-
troduction to replace transition zones, measurements within the latter should
not be expected to compare well with predictions obtained by solving the
mathematical models that include such (hypothetical sharp) boundaries.

In general, a boundary surface may be stationary or moving. It may also
be material or non-material with respect to any extensive quantity. In this
book, the extensive quantities of interest are the mass of a fluid and the mass
of a component of a fluid.

Let F (x, t) ≡ F (x, y, z, t) = 0 represent the equation of a possibly moving
(macroscopic) boundary surface between two fluids. This means that fluid
particles on that surface stay on it, but molecules of dissolved species in the
fluids may (and, in fact, do) cross this interface. The speed of displacement
of this boundary, u, should not be mixed up with the velocities of the fluids
present on both sides of the surface. As the surface moves, its shape may
change, but its equation, F (x, t) = 0, remains unchanged. The quantity F is,
thus, a conservative property of the points on the surface, for which the total
derivative vanishes, i.e.,

DF

Dt
≡ ∂F

∂t
+ u · ∇F = 0. (5.2.1)

By definition,

n =
∇F
|∇F | , (5.2.2)

where n denotes the unit vector normal to the surface F = 0.
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From (5.2.1), we obtain

u · ∇F = −∂F
∂t

. (5.2.3)

The component of u normal to the surface is then given by

un ≡ u · n = −∂F/∂t|∇F | = − ∂F/∂t

∂F/∂sn
, (5.2.4)

where sn is a distance measured along n.
In this section, we shall continue to consider flow in a three-dimensional

domain. In Sec. 5.4 we shall focus on horizontal two-dimensional flow do-
mains.

5.2.2 Initial and general boundary conditions

A. Initial conditions

Initial conditions specify the value of the (macroscopic) dependent variable,
e.g., p, or h, at all points within the modeled domain at some initial time,
usually taken as t = 0. For example, in terms of h, initial conditions may
take the form

h(x, y, z, 0) = f(x, y, z), (5.2.5)

where f(x, y, z) is a known function.

B. General boundary condition

In general, there exist two kinds of boundary conditions:

• Continuity in the (macroscopic) value of intensive quantities, eα, across
the boundary,

[[ eα ]]1,2 = 0. (5.2.6)

where the symbol [[ (..) ]] denotes the jump in (..), and the subscripts 1 and
2 mark the two adjacent domains. This is a consequence of the continuity
in the microscopic value, e, as any microscopic boundary is crossed. A
jump in eα would lead to an infinite gradient which, in turn, would create
an infinite diffusive flux that will instantly eliminate the jump.

• In the absence of sources and sinks on a boundary, the total amount of any
extensive quantity that is transferred by all phases present in the porous
medium domain must be conserved as it is being transported across a
boundary. This condition arises from the balance of that quantity as it is
transported across a boundary.

Because, in the general case of a multi-fluid phase system, we, usually,
need information regarding the transport of the various extensive quantities
within each phase separately, we could assume that conservation of an ex-
tensive quantity (e.g., mass of a phase, mass of a component of a phase) is
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maintained separately for each phase. However, the quantity that is being
transported across a boundary within any phase would have to enter only
that same phase on the other side of the boundary. This assumption violates
our conceptualization of the boundary as representing an abrupt change in
porosity. This implies that, in addition to a portion of the boundary across
which phases remain continuous, surfaces of contact must also exist on the
boundary between any given phase and all other phases. Across such sur-
faces of contact, extensive quantities may be transported from one phase to
another. For example, if porosity varies across such boundary, some solid sur-
face portion of this boundary must face a liquid. In a heat transport problem,
heat must be transferred from one phase to the other by conduction across
such boundary.

With the above considerations in mind, for any extensive quantity, E,
in the absence of sources and sinks of E on the boundary, the boundary
condition may be stated mathematically in the form (Bear and Bachmat,
1990):

∑

(α)

[[ θαeα(Vα
α − u) + θα jE

α
]]1,2 · n = 0, (5.2.7)

where α denotes a phase within an REV, with
∑

(α) θα = 1, jE
α

denotes the
sum of the dispersive and (macroscopic) diffusive fluxes of E, and u denotes
the velocity of the boundary. The macroscopic dispersive and diffusive fluxes
are discussed in Sec. 7.1. Equation (5.2.7) represents the general macroscopic
boundary condition for any extensive quantity, E, in a porous medium. It is
often referred to as the no-jump condition, meaning no-jump in the normal
component of the total flux across the boundary. We note that it expresses the
notion that E does not accumulate on the boundary. We also note that the
total flux consists of advection relative to the boundary (possibly moving at
velocity u), dispersion, and diffusion in all phases. To be used as a boundary
condition in a transport problem, we must know the value of the flux on
the external side of the boundary. By using this information, the no-jump
condition becomes a boundary condition to the transport problem.

Thermodynamic scalar variables, such as pressure, temperature, and con-
centration, must also be continuous across the boundary.

In practice, the boundary conditions used in models of flow and transport
in porous medium domains may not necessarily take the exact form of the
no-jump condition (5.2.7). Instead, they may be reduced to forms that specify
values of variables, or of their derivatives, on the boundary. However, their
origin is still the fundamental no-jump condition in fluid mass and in fluid
components.

The kind of PDE describing the mass balance, e.g., (5.1.54), requires only
one condition on each boundary segment, and we should prefer a condition
based on flux continuity, if such information is available. If not, we shall
base the condition on available values of the scalar variables. Sometimes,
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approximations concerning the continuity in fluxes produce a jump in the
values of the variables; we have to accept this consequence.

In the next subsection, we present boundary conditions for saturated flow
models, without presenting the details of developing them from the general
boundary condition stated above. The type of boundary condition to be used
in any particular case depends on the available data concerning the actual or
anticipated behavior in the field.

The partial differential equation (PDE) that we wish to solve—any of the
flow equations presented in the previous subsection—describes the mass bal-
ance equation for water, combined with Darcy’s law. By inserting Darcy’s law
into the mass balance equation, we obtain a single linear second order PDE
in terms of either pressure (p), or piezometric head (h). A well-posed problem
involving this equation requires a single boundary condition on each segment
of the boundary. However, in Subs. 5.2.3I, we shall introduce a case in which
the motion equation takes the form of Brinkman’s equation (Subs. 4.3.2B),
rather than Darcy’s law. The reason for the need to use Brinkman’s equation
is that the momentum transfer due to the fluid’s velocity gradient cannot
be neglected, at least in part of the considered domain. Although the use
of Brinkman’s equation is not common in groundwater flow, we believe that
it is an interesting example of a case encountered under certain conditions
when dealing with phenomena of transport in porous media.

5.2.3 Particular boundary conditions

Following are some of the more commonly encountered boundary conditions
for saturated flow. In each case, the boundary condition should to be stated
in terms of the relevant state variable of the problem. The boundary surface
is described by F (x, t) = 0 (Subs. 5.2.1). The discussion is at the macroscopic
level, and we shall use the symbol B to denote a boundary segment.

A. Boundary of prescribed pressure, or piezometric head

In this case, the boundary condition takes the form

p = f1(x, y, z, t), or h = f2(x, y, z, t), on B, (5.2.8)

where f1 and f2 are known functions.
Actually, the value of p is seldom known on the boundary, except when a

porous medium domain is bounded by a body of water (e.g., a pond). In such
case, the pressure along the pond’s bottom is dictated by the depth of water
in the pond. Whenever the density, ρw, is constant, the piezometric head, h,
may also be prescribed on such a boundary.

A boundary condition that specifies the value of a state variable (here, p,
or h) along a boundary segment is called boundary condition of the first type,
or Dirichlet boundary condition.
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B. Boundary of prescribed water flux

This case occurs, when water, at a known flux, enters a domain through its
boundary. This includes the case of no-flow through such a boundary. We
shall assume that such boundary is a material surface with respect to the
solid, i.e.,

(Vs − u)
∣

∣

side 1
· n = (Vs − u)

∣

∣

side 2
· n = 0. (5.2.9)

Assuming [[ ρw ]]1,2 = 0, the general boundary condition, (5.2.7), for such a
surface takes the form:

[[ φ(V − u) ]]1,2 · n = 0. (5.2.10)

With (5.2.9), for water, (w), equation (5.2.10) reduces to the form:

[[ qr ]]1,2 · n = 0, or qr
∣

∣

1
· n = qr

∣

∣

2
· n. (5.2.11)

To serve as a boundary condition, information must be available on what
happens on the external side of the boundary, say, side 2. Obviously, the rel-
ative specific flux, qr, has to be expressed by an appropriate motion equation,
written in terms of p, or h.

For an impervious boundary, say, a pervious side 1 and an impervious side
2, equation (5.2.11) reduces to

qr · n = 0. (5.2.12)

Note that this equation constrains only the normal component of the flux.
The tangential components may take on any value; we may have slippage
along such a boundary.

Let N denote the prescribed flux on the external side of a stationary
boundary (u = 0) described by F = F (x), with n ≡ ∇F/|∇F | denoting
the unit outward normal vector to it. We assume that the water density,
[[ ρw ]]1,2 = 0, and that ρw is a constant. Then, the prescribed flux boundary
condition takes the form:

qr · ∇F = N |∇F |, N = N · n. (5.2.13)

In this equation, qr can be expressed by any of the motion equations pre-
sented in Chap. 4. For example, we can rewrite (5.2.13) in the form:

−(K · ∇h) · n = N · n, (5.2.14)

where K denotes the hydraulic conductivity.
A condition that specifies the gradient of a scalar variable on the boundary

is called a boundary condition of the second kind or a Neumann boundary
condition.
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Figure 5.2.1: A semipervious boundary.

The condition of prescribed flux provides no explicit information on the
values of the state variables, say, p or h, at (i.e., just inside) the boundary.
These values will adjust themselves to accommodate the specified rate of flow
through the boundary.

C. Semipervious boundary

Let us assume that just below ground surface we have a relatively thin soil
layer which behaves as a semipervious membrane that resists the downward
movement of water through it. A layer of fine sediments on the bottom of
a pond is another example of such case (Fig. 5.2.1). We assume that this
‘membrane’ is saturated when present at the bottom of an active water pond,
and whenever infiltration occurs through it.

Let us assume that water is ponded on the upper side of this ‘membrane’,
possibly with a zero thickness of ponding, such that a piezometric head ho is
specified there. Let us denote the resistance of the semipervious membrane
by cr (= thickness of the membrane, B, divided by its hydraulic conductivity,
K′, i.e., the reciprocal of the leakance), and the piezometric head on the lower
side of the membrane by h. Then, the flux through the membrane is expressed
by

qr · n =
h− ho
cr

, cr =
B

K′ , (5.2.15)

where qr may be expressed by any of the flux equations.
This is a boundary condition of the third type, or a Robin boundary con-

dition.

D. Boundary between different porous media

Figure 5.2.2 shows a boundary between two regions of different hydraulic
conductivities. In principle, we should avoid the modeling of discontinuities



190 COMPLETE FLOW MODELS

D1

D2

C2

C1

C

s

n

q1

q2
(q2)n

(q2)s

(q1)s

(q1)n

β1
β2

K1

K2 > K1

D2

D1

Figure 5.2.2: Boundary between regions of different hydraulic conductivities.

within a modeled domain, e.g., discontinuity in the values of coefficients.
When an investigated domain does includes such discontinuities, it is useful
to divide the domain into subdomains along the surfaces of discontinuity, in
order to obtain subdomains without discontinuities. We then write a model
for each subdomain. On each of the common boundary segments, we need
two boundary conditions—one for each side: these are the continuity of flux
and the continuity of pressure. Because both flux and pressure are unknown
a priori, we have to write these conditions in terms of the state variables for
both sides, and solve for all the subdomains simultaneously.

As the boundary is approached from within each side, the continuity of
pressure (or piezometric head), is expressed as

p
∣

∣

side 1
= p

∣

∣

side 2
, or h

∣

∣

side 1
= h

∣

∣

side 2
, (5.2.16)

and the continuity of flux, following the discussion leading to (5.2.11), takes
the form:

qr
∣

∣

side 1
· n = qr

∣

∣

side 2
· n. (5.2.17)

In the above equation, we have expressed the boundary condition in terms
of the relative flux, qr, expressed by Darcy’s law. However, in most cases of
practical interest, as henceforth in this section, we assume Vs ≡ 0, so that
qr = q.

Although Figure 5.2.2 is presented in two-dimension, (5.2.16) and (5.2.17)
are valid also on a boundary in a three-dimensional domain. The explicit
expression (5.2.17), in terms of h1 in D1, and h2 in D2, depends on the
nature of the materials occupying the two subdomains (also, with respect to
isotropy or anisotropy). For example, if K1 and K2 are both isotropic, (5.2.17)
in two-dimensional flow reduces to the condition

K1
∂h1

∂sn
= K2

∂h2

∂sn
, on C, (5.2.18)

where sn is distance measured along the normal.
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Figure 5.2.3: Refraction of streamlines at an interface between different hy-
draulic conductivities.

Thus, for the case shown in Fig. 5.2.2, the two boundary conditions to
be satisfied on C are (5.2.16) and (5.2.17). Since each of these equations
includes both h1 and h2, the two problems (for D1 and D2) must be solved
simultaneously.

From (5.2.16), it follows that ∂h1/∂s = ∂h2/∂s, where s is a distance
measured along the tangent to C (in Fig. 5.2.2). This can also be expressed
as

(qs)1
K1

=
(qs)2
K2

, (5.2.19)

where both K1, and K2 are isotropic. By combining (5.2.17) with (5.2.19), we
obtain

K1

tanβ1
=

K2

tanβ2
, tanβ1 =

(qs)1
(qn)1

, tanβ2 =
(qs)2
(qn)2

, (5.2.20)

where β1 and β2 are the angles which q1 and q2 make with the normal to the
boundary C. This means that along such a boundary, the incident streamline
is refracted. Equation (5.2.20) is the law of refraction of streamlines for two-
dimensional flow, when both subdomains are occupied by isotropic media.

Bear (1972, p. 263) discusses the laws of refraction of streamlines and of
equipotentials also for three-dimensional flows and for cases where the two
subdomains are occupied by anisotropic media.

From (5.2.20), it follows that when K1 � K2, then β1 � β2, and the
refracted streamline approaches the normal to the common boundary upon
passing from a more pervious to a less pervious medium. When K1 � K2, then
β1 � β2, and the refracted streamline tends to become almost parallel to the
common boundary upon passing from a less pervious (e.g., semipervious) to a
more pervious medium. This justifies the assumption of ‘essentially horizontal
flow’ in a leaky aquifer. The two cases mentioned here are shown in Fig. 5.2.3.
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E. Phreatic surface

A (possibly moving) phreatic surface may serve as the upper boundary of a
saturated zone. This surface is defined as the locus of all points at which the
pressure in the water phase is atmospheric, usually taken to be p = 0. Below
this surface, the soil is saturated, with p > 0.

As for every boundary, we have to specify both the shape of the boundary
surface and the condition to be satisfied on it.

Usually, the shape of the phreatic surface, F (x, y, z, t) = 0, is a priori
unknown. In fact, as we have already emphasized earlier, in many flow prob-
lems, determining the shape and (possibly time-dependent) position of this
surface is the very objective of model investigations. However, once we have a
solution, say, in the form of p = p(x, y, z, t), whether in the unsaturated flow
domain, or in the saturated one underlying it, since on the phreatic surface

p
∣

∣

sat
= p

∣

∣

unsat
= 0, (5.2.21)

the shape of the phreatic surface boundary is given by

F (x, y, z, t) ≡ p(x, y, z, t) = 0. (5.2.22)

When the water density, ρw, remains unchanged, since on the phreatic sur-
face,

h
∣

∣

sat
= h

∣

∣

unsat
= z, (5.2.23)

we may also define the shape of the phreatic surface as

F (x, y, z, t) ≡ h(x, y, z, t)− z = 0. (5.2.24)

The condition on the phreatic surface boundary is that of continuity of the
normal water flux across it. Usually, when we consider a phreatic surface as a
boundary, the underlying assumption is that the moisture content above this
surface is at its irreducible level, θrw. The concept and definition of irreducible
moisture content is discussed in Subs. 6.1.4. This assumption is valid as long
as the thickness of the capillary fringe is small relative to either the thickness
of the unsaturated zone, or of the saturated one. If this condition is not
satisfied, then the use of the sharp interface approach is questionable

The condition to be satisfied on the phreatic surface, assuming no change
in density as water crosses this surface, is expressed in the form

φ(Vw − u)
∣

∣

sat
· n = θrw(Vw − u)

∣

∣

unsat
· n, (5.2.25)

where u is the speed of the moving phreatic surface, and n denotes the unit
vector normal to that surface, pointing away from the saturated zone. They
are related to the shape of the surface, F (x, y, z, t) = 0, by (5.2.2) and (5.2.3),
respectively.
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Figure 5.2.4: Phreatic surface with accretion.

Let us consider the case of flow in a phreatic aquifer, encountered in
groundwater hydrology. The details of flow in the unsaturated zone are of
no interest. Instead, we assume that accretion, N (e.g., from precipitation),
takes place on the upper side of the phreatic surface (Fig. 5.2.4). The rate at
which water moves from the unsaturated zone to the saturated one through
the phreatic surface may be expressed in the form:

θrw(Vw − u)
∣

∣

unsat
· n ≡ (N− θrwu)

∣

∣

unsat
· n, (5.2.26)

where N = θrwVw

∣

∣

unsat
. For a vertically downward accretion at a rate N ,

we use N = −N∇z. Equation (5.2.26) is the sought boundary condition. Let
us rewrite it in a number of equivalent forms.

We have used the term ‘accretion’ to denote the rate at which water is
added to, or removed from the phreatic surface, independent of the movement
of the latter and of any moisture (if present) in the void space above it.
However, it should be emphasized that N · n is not the rate at which water
actually crosses the phreatic surface and augments (or reduces) the quantity
of water in the saturated zone. This net rate depends also on the movement
of the phreatic surface.

We can rewrite (5.2.25), or (5.2.26), in the form:

(qw
∣

∣

sat
− φu) · n = (N− θrwu) · n, (5.2.27)

or
(qw

∣

∣

sat
−N) · n = (φ− θrw)u · n. (5.2.28)

In view of (5.2.3) and (5.2.4), we may rewrite (5.2.28) as

(qw
∣

∣

sat
−N) · ∇F = −(φ− θrw)

∂F

∂t
. (5.2.29)

Making use of (5.2.24), we may rewrite (5.2.29) in terms of the piezometric
head, h, in the form:
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Figure 5.2.5: The seepage face, AB.

(qw
∣

∣

sat
−N) · ∇(h− z) = −(φ− θrw)

∂h

∂t
. (5.2.30)

By inserting qw
∣

∣

sat
≡ qr = −K · ∇h into this equation, we obtain

(Kw · ∇h+ N) · ∇(h− z) = φeff
∂h

∂t
, (5.2.31)

where φeff ≡ φ − θrw. We wish to reiterate that this equation expresses
nothing but the continuity of fluid flux across the phreatic surface boundary.

Although we have presented here the boundary condition of a phreatic
surface, assuming that the rate of accretion, N is known, in most cases of
practical interest, this rate is actually unknown. It is certainly not the rate
of rainfall; among other factors, its value depends both on the rainfall and
on the moisture conditions of the soil. We shall discuss this issue in detail in
Subs. 6.3.2.

F. Seepage face

This kind of boundary appears when a phreatic surface approaches a body of
open water, a river or a lake, which serves as part of the boundary of a flow
domain (Fig. 5.2.5). In such cases, the phreatic surface will always terminate
on that (known) boundary at a point (Point B in Fig. 5.2.5) located at some
elevation above the water surface of the body of open water (Point A). The
segment AB is called the seepage face. Through it, water seeps out of the
porous medium domain.

The reason for the existence of a seepage face is that otherwise (i.e., if
point B would coincide with A), the velocity at that point would be infinite.
This is an impossible situation (Muskat, 1937; Bear, 1972).

Since on a seepage face, which is exposed to the atmosphere, the pressure
in the water is p = 0 (assuming atmospheric pressure is pa = 0), the boundary
condition is

p(x, t) = 0, or h(x, t) = z, (5.2.32)
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i.e., the head at every point of the seepage face is specified to be equal to its
known elevation. The geometry of the seepage face is known, except for the
location of its end point, B, which is also a point on the (a priori unknown)
phreatic surface.

G. Well

In Sec. 5.4, we shall see how pumping and injection wells are represented as
point sinks and sources in regional models that describe two-dimension flow
in aquifers. In Fig. 3.8.1, we see a complete well equipped with an ejector
and a discharge pipe. Water enters the casing (or leaves it in the case of an
injection well) through its screened, or slotted portion. Without pumping,
the well’s casing acts a piezometer; water in the casing rises to a level that
corresponds to the piezometric head in the aquifer outside the screen. During
pumping, water is first removed from the casing (by a pump discharging
water to ground surface through a pipe), causing a drop in the water level
in the casing. Then, under the difference in head between the exterior and
interior of the screen, water enters the casing. If the pumping rate is constant,
eventually, the water level in the casing will reach some constant level lower
than the initial one. During injection, the water level in the casing rises, and
water leaves the casing. For a constant injection rate, eventually, the water
level in the casing will reach a constant level that is higher than the initial
one. Head (≡ energy) is lost as water moves through the screen.

In an artesian well (in an artesian aquifer), a pump and a discharge pipe
are not required; this is a consequence of the fact that the piezometric head
at the screen is higher than ground surface. This causes water in the casing
to rise and discharge freely at ground surface. To account for head loss in
the pipe, the piezometric head at the screen should be higher than ground
surface by an amount equal to the head loss along the pipe. Hydraulics of
wells (e.g., Bear, 1979; Boonstra, 1998) is a term used to describe the study
of drawdown and build-up in pumping and injection wells, respectively, and
in their vicinity in an aquifer.

In the present section, we consider three-dimensional flow models, and,
therefore, let us focus on the conditions that prevail on the circumference of
a well’s screen in three-dimensional flow in an aquifer. For the purpose of this
discussion, we shall assume that the screened (or slotted) portion of a well’s
casing has the shape of a vertical cylinder of finite length through which
water can be injected into or extracted from the aquifer. We shall overlook
the detailed structure of the well (casing, gravel pack, etc.; Fig. 3.8.1).

The specific discharge, or flux, through the screen is not uniformly dis-
tributed along the screen (e.g., Bear, 1979, p. 346). It is higher at the upper
and lower portions of the screen, close to the edges, than in the central por-
tion. In addition, depending on the conditions in the vicinity of the screen,
at every elevation, the flux around the screen is also, usually, not uniform.
Nevertheless, for the sake of simplicity, we often assume, as a good approx-
imation, that the specific discharge is uniformly distributed over the entire
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screen area. Moreover, it is always taken to be in the radial direction. In a
flow model, solved for h = h(r, t), the screen serves as a boundary to the
(porous medium) flow domain and a boundary condition has to be specified
on it. We shall consider a few examples.

A pumping well with a known specific discharge through the screen,
qwell (positive for pumping), neglecting head loss through the screen. The
condition is

qwell = K
∂h(r, t)
∂r

. (5.2.33)

A pumping well with specified head inside the well, hwell, and the
head h(r, t)|r=rwell

outside the well. The boundary condition is

hwell − h(r, t)|r=rwell
= −α1

∂h(r, t)
∂r

, (5.2.34)

in which α1 is a coefficient that depends on the resistance of the screen and
the permeability of the aquifer. Another option is to specify the known piezo-
metric head as a first kind boundary condition on the screen. It is also possible
to take into account the head loss through the screen, which is proportional
to the square of the specific discharge through the latter.

An artesian, or flowing well. In such a well, when active, the piezometric
head within the well (i.e., the screened portion), is known; it is equal to
the elevation of ground surface. This head is then assigned as specified head
boundary condition. Actually, the head is known only at ground surface, or
at the point of the well’s outlet, while inside the well it is slightly higher;
however, we usually neglect the head loss along the well’s casing, from the
screen to ground surface (or point of water outlet). It is, of course, possible
to take into account this head loss, which is proportional to the square of the
well’s discharge.

H. Spring

In a phreatic aquifer, a spring occurs where groundwater emerges at ground
surface. This occurs wherever the water table elevation is above ground sur-
face over a small area (Sec. 3.6). Often, this happens where a local depression
exists in ground surface elevations (Fig. 3.6.1a). A spring may also occur in
the case of a confined aquifer, when a fissure connects the aquifer with ground
surface through the upper impervious layer (Fig. 3.6.1d). This latter case is
similar to the case of an artesian, or flowing well. We shall examine these
two cases separately.

A spring in a phreatic aquifer

A spring in a phreatic aquifer (Fig. 5.2.6a) may be treated in one of the
following two ways:
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Figure 5.2.6: Springs in (a) a phreatic aquifer, and (b) a confined aquifer.

• We can start by applying the phreatic surface boundary condition (Subs.
5.2.3E) on the water table boundary, and solve the flow problem without
a spring. If the calculated phreatic surface elevation, z′, satisfies z′ ≤ z∗

(see surface (i) in Fig. 5.2.6a), i.e., it is below ground surface elevation,
the spring does not exist, and no further action is needed (for that time
step). If z′ > z∗ (surface (ii) in Fig. 5.2.6a), the spring exists. In that case,
the upper boundary at the spring’s location (or an area in its vicinity, or
at a node in a numerical solution) is adjusted to ground surface elevation,
z∗, and the condition (Subs. 5.2.3F), h(x∗, y∗, z′) = z∗, is applied. The
solution for that time step is repeated.

• Or, we assume that the spring exists, and use ground surface as the upper
boundary to apply the h(x∗, y∗, z′) = z∗ condition. Once the solution is
obtained, the flux to the spring area is determined. If the flux is towards
the spring, the initial assumption was correct and we can continue to the
next time step. If the flux is away from the spring, the latter does not exist,
and we have to solve for that time step for a phreatic surface condition
without the presence of a spring.

A spring in a confined aquifer

Figure 5.2.6b gives a schematic sketch of a spring in a confined aquifer.
Two situations may occur:

• We can apply the impermeable condition on the upper boundary of the
confined aquifer, without considering a spring, and solve the flow problem.
If the resulting piezometric head at the spring’s origin, (x∗, y∗, z′), is be-
low ground surface elevation, i.e., h(x∗, y∗, z′, t) ≤ z∗ (see surface (iii) in
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Fig. 5.2.6b), the spring is dry. The impermeable boundary condition was
correctly applied, and no further action is required for that time step.

• Apply the same impermeable condition described above. If the piezometric
head at the spring’s origin is above ground surface, i.e., h(x∗, y∗, z′, t) > z∗

(see surface (iv) in Fig. 5.2.6b), a spring will emerge. In such case, the
impermeable condition at and around (x∗, y∗, z′) needs to be replaced
by a third type boundary condition described below, and the solution is
repeated for that time step.

A few comments are appropriate here.

• Unlike the case of a phreatic aquifer, a spring originating in a confined
aquifer will not occur anywhere at ground surface, even when the piezo-
metric surface is above ground surface elevation at that point (see (iv) in
Fig. 5.2.6b). Instead, the spring emerges only at locations where a frac-
ture system exists to serve as a conduit. This is illustrated, schematically,
in Fig. 5.2.6b as a pipe, which is analogous to the case of an artesian
well. Furthermore, the piezometric head at (x∗, y∗, z′) should not be made
equal to ground surface elevation, i.e., h(x∗, y∗, z′) �= z∗. Instead, in order
to overcome the resistance of the fracture system and maintain a spring
discharge, the condition h(x∗, y∗, z′) > z∗ should be satisfied. The ac-
tual head, h(x∗, y∗, z′), however, is not known a priori; hence, a Dirichlet
boundary condition is not applicable.

• One way to model a spring resulting from a fracture system is to assume
that the specific discharge in the fracture system is proportional to the dif-
ference in piezometric head between the top of the confined aquifer, z′, and
ground surface elevation, z∗, i.e., h(x∗, y∗, z′, t)−z∗. It is also inversely pro-
portional to the fracture system’s resistance, csp (dims. T), which, in turn,
depends on the length of the fracture zone, its cross-sectional area, and
fracture surface roughness, among other factors. This discharge, equated
to that at the aquifer top, leads to a third type boundary condition, similar
to the semipervious layer boundary condition

−K
∂h

∂z

∣

∣

∣

∣

x∗,y∗,z′,t
=

h(x∗, y∗, z′, t)− z∗

csp
. (5.2.35)

The above boundary condition should be applied on the top aquifer bound-
ary, over the area where the fracture system exists.

• A comment concerning the assignment of a first type boundary condition,
h = z∗, or the third type boundary condition, (5.2.35), is needed. Unlike
a pumping well, which could be modeled as a point sink on the bound-
ary, the first and third type boundary conditions need to be applied to
a finite area, in fact, to the actual area where the spring occurs. As the
flux across the boundary is finite, the total spring discharge is propor-
tional to the area where such a boundary condition is applied. Note that
for the case of a point sink on the aquifer boundary, the area is zero, and
the specific discharge is infinite, such that a finite discharge can result.
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Assigning a first type or third type boundary condition to a point on the
upper aquifer boundary (impermeable ceiling) will not only result in a zero
total discharge, but also violate the principle of existence of a well-posed
boundary value problem.

In a numerical implementation, using the finite difference or finite element
methods (Chap. 8), assigning a first or third type boundary condition to a
single node has the effect of spreading its interpolated values to adjacent
nodes, or to the area represented by an element, so that a solution can be
found. As this procedure is somewhat arbitrary, it is desirable to have a
refined mesh near the spring, such that the actual spring area can be better
represented. In reality, however, it is unlikely that the spring area and its
resistance coefficient can be observed and known to any precision. In order
to obtain reliable prediction of spring discharge, model calibration is needed.
In a calibration procedure, the third type boundary condition can be applied
to an area which may not be an accurate representation of the true spring
area. The resistance coefficient, csp, is considered as a calibration coefficient;
its value needs to be adjusted such that the numerically simulated total spring
discharge matches field observed value.

I. Boundary with a body of flowing water

In Subs. 5.2.3A, we discussed the boundary condition of a porous medium
in contact with a static body of water; in Subs. 5.2.3C, the presence of a
semipervious layer separating open water and a porous medium domain was
discussed. In this subsection, we shall examine the conditions on the boundary
between a porous medium domain and a body of flowing water.

In a body of water, the flow is governed by the Navier-Stokes equation (=
momentum balance equation for a Newtonian fluid), or by some simplified
version of it, together with the mass balance equation. To have a well-posed
boundary value problem, either the velocity components, or the stresses, but
not both, have to be specified on all parts of the boundary (Ladyzhenskaya,
1963). For example, for the two-dimensional flow shown in Fig. 5.2.7a, the
boundary condition on the solid surface is that the fluid must adhere there
to the solid; this is referred to as the ‘no-slip’ condition. In the case of a
stationary solid surface, the boundary conditions are Vx = 0 and Vz = 0. On
the other hand, on a free surface, the shear stress and pressure are specified
as τzx = 0 and p = 0.

In principle, flows in a porous medium, and in a fluid continuum, are gov-
erned by the same physical laws—momentum balance and mass balance (and
solute balance and heat balance, in the cases of solute and heat transport).
However, for flow in a porous medium domain, as a consequence of the process
of averaging or homogenization, these two fundamental equations are often
expressed in different forms, containing coefficients, such as permeability;
and the microscopic geometry of the void space no longer appears explicitly.



200 COMPLETE FLOW MODELS

Δ

z

x

Flowing water

Vx = 0, Vz = 0

p = 0, τzx = 0

x

(a)

Impermeable 
solid

Impermeable solid
z

qx ∫ 0, qz = 0

(b)

Porous medium

Δ

z

x

Flowing water

p = 0, τzx = 0

Porous medium

Vz = qz
p = h/γ

(c)

Side 2

Side 1

V

qx

Figure 5.2.7: Boundary conditions for: (a) Flowing water with impermeable
boundary, (b) Porous medium with impermeable boundary, (c) Common
boundary between flowing water and porous medium.

Furthermore, the porous medium equations are often simplified, because the
effects of certain terms appearing in these equations are negligible.

Let us first assume that the flow in the porous medium domain is governed
by Darcy’s law, as discussed in Subs. 4.2.2. This law is a simplified form of
the homogenized Navier-Stokes equation. When Darcy’s law is combined with
the mass balance equation, we obtain a single governing, or flow, equation,
expressed in terms of a single scalar variable—the piezometric head, h. As
a consequence, one and only one boundary condition, either the normal flux
or the head, needs to be specified on any part of the domain’s boundary.
As illustrated in Fig. 5.2.7b, qz = 0 on a horizontal impervious boundary.
Particularly, we notice that qx cannot be specified and must be solved for;
hence, qx �= 0 on the impervious boundary, i.e., we have a ‘slip’. We recall
that q is the macroscopic average of the microscopic velocity over the REV,
and that the microscopic velocity does not slip on a solid surface.

The discussion above serves to illustrate that although the physical princi-
ples need to be obeyed, the averaging process makes the two sets of equations,
one based on Navier-Stokes equation in the free-flowing water, and the other
based on the homogenized Darcy’s law in the porous medium, incompatible
on a shared boundary. Hence, a coupled solution of the two domains is not
possible.

This incompatibility between governing equations may be resolved if we
assume that flow in the porous medium domain is governed by Brinkman’s
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equation (4.3.7). When the two flow domains are in contact with each other,
that is, the flowing (viscous) fluid is bounded from below by a porous medium
saturated with the same fluid (Fig. 5.2.7c), we need to consider the conditions
on the common boundary carefully, in order to determine the set of necessary
and sufficient boundary conditions that will ensure the existence of a solution
of the problem.

First, consider the interface between two immiscible flowing fluids with
different densities and viscosities. A total of four conditions are needed on
the interface (for two-dimensional flow): (1) velocity continuity, Vx|z=0+ =
Vx|z=0− ; (2) Vz|z=0+ = Vz |z=0− ; (3) pressure continuity, p|z=0+ = p|z=0− ;
and (4) shear stress continuity τzx|z=0+ = τzx|z=0− . A similar situation exists
at the interface between a free-flowing fluid and a porous medium (Kohr and
Sekhar, 2007). Two of these interface conditions are obvious: (1) velocity
continuity normal to the interface (mass conservation), Vz|z=0+ = qz|z=0− ,
and pressure continuity p|z=0+ = γh|z=0− . The other two conditions: the
relation between the horizontal velocity of the flowing fluid, Vx|z=0+ and the
flux qx|z=0− , and between the two shear stresses, are not so obvious, as the
quantities in the porous medium are homogenized ones.

Bear and Bachmat (1990, p. 245) considered the case of free flowing wa-
ter overlaying a porous medium (Fig. 5.2.7c) containing an incompressible,
Newtonian fluid. They showed that when we assume no jump in pressure,
and no jump in effective stress, there should not be a jump in the normal (to
the common interface) component of the shear stress, τ , across the interface,
i.e.,

[[ τ f ]]1,2 · n = 0, (5.2.36)

where n is the unit normal vector. In order to express (5.2.36) in terms of fluid
velocities, we need an appropriate constitutive relation. For τ f

∣

∣

2
, i.e., in the

free-flowing fluid, we use the constitutive relationship for an incompressible
single component Newtonian fluid,

τij = μ

(

∂Vi
∂xj

+
∂Vj
∂xi

)

. (5.2.37)

We assume that this relationship is valid also for the porous medium at the
macroscopic level, but with an apparent viscosity μ∗ that takes into consid-
eration the added porous medium resistance (Shavit et al., 2004). Different
studies have derived and used different values of μ∗, μ∗ >,=, < μ (Nield and
Bejan, 2006; Koplik et al, 1983; Kim and Russel, 1985). In the case under con-
sideration here, we shall neglect the velocity gradient terms ∂Vz/∂x|z=0+ and
∂qz/∂x|z=0− in (5.2.37), to obtain the condition for shear stress continuity
on the interface,
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. (5.2.38)
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This can be used as the condition on the interface between the two domains
in the coupled boundary value problems. A more thorough examination of
the condition of shear stress compatibility can be found in Kubik (2004), who
suggested that the horizontal velocities tangential to the interface, V |z=z+
and qx|z=0− are not continuous. Their relation should be determined from the
continuity of both momentum and energy near the interface. More discussion
about the interface condition between free-flowing fluid and porous medium
can be found in Rosenzweig and Shavit (2007).

Finally, let us examine a well-known condition at the interface between a
free flowing water domain and a saturated porous medium domain, known as
the Beavers-Joseph condition (Beavers and Joseph, 1967). This condition was
motivated by the observation that in open channel flow, with a porous channel
bottom, the discharge tends to be slightly greater than the one bounded by
an impermeable bottom. The reason is that the porous interface condition
allows the velocity at the channel bottom to slip, as shown in Fig. 5.2.7c. The
Beavers-Joseph condition approximates the velocity gradient on the left side
of (5.2.38) in the form

αM

φ

(

V
∣

∣

z=0+ − qo
)

=
∂V

∂z

∣

∣

∣

∣

z=0+

, (5.2.39)

where αM (dims. L−1) is a momentum transfer coefficient that depends only
on porous medium properties, such as permeability and porosity, and qo is the
uniform specific discharge in the porous medium starting from a certain dis-
tance away from the ‘velocity boundary layer’ in the vicinity of the interface.
Beavers and Joseph (1967) proposed αM = CMφ/

√
k, where the dimension-

less coefficient, CM , which depends only on φ and k, has to be determined
experimentally. We note that (5.2.39) is a third type boundary condition for
the free-flowing water, with empirical coefficients αM and qo. As the equation
does not contain head or specific discharge information, it is not a boundary
condition for the porous medium flow. More discussion on the Beavers-Joseph
type boundary condition can be found in Ochoa-Tapia and Whitaker (1995),
Nield and Bejan (2006), and Jager and Mikelic (2000).

J. Artificial boundary

The need to delineate boundaries for a modeled flow domain has already been
presented in Subs. 5.2.1. The domain’s boundaries have to be selected such
that conditions with respect to the relevant state variables of the problem are
known on them. However, for a numerical solution involving an unbounded
domain, or practically so (e.g., a domain which is much larger than the do-
main of interest), it is often necessary to truncate the modeled domain to a
finite size, as the computer cannot handle a discrete system with an infinite
number of unknowns (or it is uneconomical to handle a very large number of
nodes). The truncation of the domain requires the introduction of an artificial
boundary, on which the boundary condition is unknown; a certain approxi-
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mation of it is called for. Obviously, the most prudent thing to do is to make
sure that the artificially introduced boundary is sufficiently far away from the
region of interest, i.e., the region where significant piezometric head changes
occur in a flow problem. An often used condition on such a boundary is to
fix and maintain the piezometric head on it equal to the initial head there
(in some computer codes this is referred to as to ‘clamp’ the condition).

As simulation time increases, the zone of major activities may expand and
the selected location of the artificial boundary may no longer be appropriate;
the boundary may have to be moved farther away. A trial-and-error approach
may be required.

5.3 Complete 3-D Mathematical Flow Model

We now have all the elements required in order to formulate the complete
mathematical model of a problem of forecasting the flow of a single fluid
phase (saturated flow) in a porous medium domain. The objective of this
section is to review the standard content of any such model.

5.3.1 Well-posed problem

The solution of a mathematical model of a problem takes the form of temporal
and spatial distributions of the state variables of interest within the problem’s
prescribed time and space domains.

From the mathematical point of view, given a model composed of one or
more partial differential equations, not every set of conditions imposed on
the boundaries of the problem domain is satisfactory. This is even more so
because, often, we have to resort to estimates of coefficients and simplifica-
tions of the mathematical models in specifying the boundary conditions for
a given problem.

A mathematical model that represents a physical reality (and only such
cases are considered in this book) is said to be well-posed if it satisfies the
following requirements (e.g., Courant and Hilbert, 1962):

• A solution of the problem exists (existence).
• The solution is unique (uniqueness).
• The solution is stable (stability).

The first requirement simply states that at least one solution exists. The
second one stipulates completeness of the problem statement, with no ambi-
guity. The third requirement means that small variations in data (e.g., initial
and boundary conditions, and/or values of model coefficients) should lead to
small changes in the resulting solution. If small errors in the data do not lead
to correspondingly small errors in the solution, then the mathematical model
is ill-posed. This last requirement is of particular interest, as all our obser-
vations have always some measurement errors. A model will be meaningless
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if these small errors will significantly affect the solution, i.e., the prediction
obtained by the model.

Thus, once a complete mathematical model has been stated, the next step
is to ensure that it is well-posed. Only then should a solution be sought.

The models developed and presented in this book, since they are based on
a thorough analysis of a physical reality and on the description of this reality,
albeit with certain simplifying assumptions, are implicitly assumed to be al-
ways well-posed. Therefore, they should provide unique, stable solutions. We
shall not go into the mathematical analysis of whether a model developed
here is well-posed, or not, although, as stated above, such an analysis is an
essential step in the modeling process. The techniques used for such anal-
ysis can be found in appropriate mathematical texts on partial differential
equations.

5.3.2 Conceptual model

As emphasized in the discussion on the modeling process (Subs. 1.2.2), after
identifying the information required for making decisions, the first step in
the modeling process is the establishment of a conceptual model. This model,
in the form of a list of assumptions, indicates how the real, often compli-
cated, problem is simplified for the purpose of providing the required specific
information.

In order to establish the conceptual model, investigations are often un-
dertaken, including the analysis of available data, field and laboratory work,
etc. Such investigations should provide answers to questions related to the
domain, the fluids involved, the modes of fluid transport, fluid sources, etc.
Whenever definite information is not available, assumptions (or even edu-
cated guesses) are introduced, subject to a-posteriori validation. The inves-
tigations and simplifications are guided by the kind of information which
the model is expected to provide for the purpose of making management
decisions.

The conceptual model usually includes items such as:

• The domain’s hydrogeology, stratigraphy, etc.
• The dimensionality of the model (one, two, or three dimensions), and the

geometry of the boundary of the domain of interest.
• The behavior of the system: steady state or time-dependent.
• The kind of soil and rock materials comprising the domain, as well as their

inhomogeneity, anisotropy, and deformability.
• The relevant properties of the fluid phase (density, viscosity, compressibil-

ity, presence of solutes).
• The flow regimes of the involved fluids (e.g., laminar or non-laminar).
• The presence of assumed sharp macroscopic fluid-fluid boundaries, such

as a phreatic surface.
• The relevant state variables, and the areas or volumes over which averages

of such variables should be taken.
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• The presence of fluid sources and sinks, and their spatial distribution and
temporal variation.

• The initial conditions within the domain, and conditions on its boundaries.

Once a conceptual model has been established, a well-posed mathematical
model can be constructed. In the present chapter, we consider only isothermal
saturated flow models. The effects of solutes are discussed in Chaps. 7.

5.3.3 Standard content of flow model

Based on the verbal statements and definitions included in the conceptual
model, the complete mathematical model consists of the following items:

(a) Definition of the boundaries of the flow domain. The boundary surface
must form a closed surface.

(b) A list of the variables that describe the state of the system, e.g., the
piezometric head, or pressure.

(c) Partial differential flow equation for the water. We recall that the flow
equation is obtained by inserting the appropriate motion equation (=
Darcy’s law) into the mass balance equation.

(d) Constitutive equations (and equations of state) for the phases involved,
including, if necessary, the solid matrix. For the case of saturated flow, we
may need the relationships between density and pressure, and between
porosity and effective stress.

(e) Information on the various sources and sinks of water mass. Sometimes,
these take the form of functions of the problem’s state variables.

(f) Formulation of the conditions that prevail everywhere within the consid-
ered domain at some initial time, in terms of the problem’s state variables.

(g) Formulation of the conditions that prevail on the domain boundaries,
specified in item (a) above, during the period of interest. In many cases,
the delineation of a boundary segment and the conditions on it have to
be considered simultaneously, i.e., we select boundaries such that we can
specify the conditions on them.

(h) Numerical values, or functional relations, of all the coefficients and pa-
rameters that appear in the equations mentioned in items (c) through
(g) above.

The set of equations (mass balance equations, motion equations, and con-
stitutive relations) must constitute a closed one, i.e., it should contain a
sufficient number of equations to permit the simultaneous solution for all
state variables of the problem.

After writing the closed set of equations, we use the methodology discussed
in Subs. 7.9.4 to determine the number of primary variables of the problem
and to select the most convenient ones. We then identify an equal number
of (partial differential) balance equations that have to be solved in order to
determine the values of these variables (whether they appear explicitly in the
equations or not). All the remaining equations and relationships, including
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any partial differential equations used for defining variables, are then em-
ployed in order to determine the remaining variables. Initial and boundary
conditions are specified only for the partial differential equations that have
to be solved.

The situation described above becomes much simpler in the case of sat-
urated flow considered in this chapter, for which we have to solve only a
single partial differential equation—the flow equation—in the single variable
pressure, or piezometric head. We have presented the discussion above in
a somewhat more generalized form in order to facilitate the discussion in
Chaps. 6 and 7, where we shall be discussing more than one fluid phase and
more than one dissolved chemical species.

All the information included in the conceptual model must be available
in order to construct and solve the model that will provide the required
prediction. In practice, however, this is not always possible, primarily because
of the lack of sufficient data, or the lack of resources to acquire and interpret
the necessary data. Nevertheless, our objective should still be to provide
management with the best prediction, approximate as it might be, under the
prevailing circumstances. For example, the problem domain may not have
natural boundaries (e.g., a lake, river, or an impervious geological formation)
on which conditions are known, or such boundaries may be at large distances
from the primary region of interest, or measurements may not be available.
Since we still have to delineate some boundaries to the domain of interest,
an estimate (even a guess based on our experience and prior knowledge) of
what conditions prevail on them, or are anticipated to prevail on them in the
future, may be used in the model.

Obviously, we have to make sure that errors in our estimates do not af-
fect the results significantly. We do so by performing a sensitivity analysis,
discussed in Sec. 10.2.2. The impacts of a number of possible alternative
boundary locations and a range of possible conditions that may prevail on
them, are evaluated to ensure that their effects are minimal. If, on the other
hand, we find that the location of the boundary or conditions on it may sig-
nificantly affect model predictions, we may conclude that more investment
to acquire additional data are justified. Recall that data is required in order
to solve an inverse (or parameter estimation) problem, aimed at estimating
values of coefficients appearing in the model.

We take the same approach with respect to model parameters and source or
sink functions. Measurements should be combined with our best judgement
and available experience to produce estimated values. Then, a sensitivity
analysis should be performed to determine to what extent the predicted val-
ues of the state variables are affected by these estimates. When the analysis
indicates that a certain parameter does affect the predicted values signifi-
cantly, it may mean that a greater investment in determining the value of
that parameter is justified.

Although the preferred method of solution is the analytical one, it is, gen-
erally, impossible to derive analytical solutions for most cases of practical
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interest, and numerical methods have to be employed. Chapter 8 is devoted
to numerical methods and computer codes.

5.4 Modeling 2-D Flow in Aquifers

In principle, flow always takes place in a three-dimensional domain. How-
ever, as discussed in Sec. 2.6, the main feature of an aquifer is that it is an
essentially horizontal flow domain, characterized by a thickness that is much
smaller than its horizontal extent of interest; hence, the vertical variations in
piezometric head are, usually, much smaller than the horizontal ones. Under
such circumstances, flow in an aquifer may be conceptually modeled (albeit
as an approximation) as taking place in a horizontal two-dimensional do-
main. We referred to this approximation as ‘the essentially horizontal flow’
approximation, or ‘the hydraulic approach’. The transformation of the three-
dimensional mathematical model into a horizontal two-dimensional one is
performed by integrating (or averaging) the former along the vertical coordi-
nate axis. We have already demonstrated this approach in Sec. 4.4, where we
have introduced the concept of ‘aquifer transmissivity’ for a confined aquifer.
When we employ the hydraulic approach, the flow in the aquifer is described
in terms of the average piezometric head, taken over its thickness.

In this section, we shall present the derivation of the mass balance equa-
tion for 2-D flow in aquifers in two ways. First, we shall develop the equation,
rigorously, by vertical integration over the aquifer thickness. In a subsequent
subsection, for the benefit of those who may have difficulties with the math-
ematics, we shall develop the same equations in a simpler way.

5.4.1 Deriving 2-D balance equations by integration

Consider, for example, the piezometric head, h = h(x, y, z, t). Its average over
the vertical thickness, B(x, y, t), of an aquifer is defined by

h̃(x, y, t) =
1

B(x, y, t)

∫

B(x,y,t)

h(x, y, z, t) dz. (5.4.1)

In terms of this averaged variable, h̃, which is a function of x, y and t only, the
flow equation is reduced to a two-dimensional one in the horizontal, xy-plane.

In addition to the mathematical advantage achieved by reducing the model
from three to two dimensions, a two-dimensional flow model requires less
data about the spatial distributions of the various model coefficients. This
also means that fewer field observations may be needed in order to evaluate
these coefficients. However, it should be emphasized again that the hydraulic
approach may be employed only when the vertical variations of the relevant
state variables, in comparison with their respective averages, are much smaller
(or less important to the modeler) along the vertical axis than along the
horizontal ones.
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Figure 5.4.1: Nomenclature for integration over the thickness of an aquifer.

We recall that the assumption of ‘essentially horizontal flow’, usually re-
ferred to as the Dupuit assumption (Sec. 2.6), introduced by Dupuit (1863) in
connection with phreatic aquifers, means that equipotentials are vertical and
(equivalently) the vertical pressure distribution is hydrostatic. Although we
shall apply here the Dupuit assumption to water flow in an aquifer, the pre-
sented material may be extended to the transport of any extensive quantity
in any horizontal thin domain (Bear and Bachmat, 1990, p. 481).

We shall start by developing the integrated balance equation for any ex-
tensive quantity, E, having a (microscopic) density e (= amount of E per
unit volume of the phase). When such a quantity is being transported by
the fluid phase that occupies the entire void space in an aquifer, the general
macroscopic balance equation is given by (5.1.5), rewritten here in the form:

∂

∂t
(φe) +∇ · (eq + φJEh )− Γ ′′ = 0, (5.4.2)

where φ denotes the porosity, q denotes the specific discharge of the phase,
φJEh denotes the sum of dispersive and diffusive fluxes (Sec. 7.1) of the ex-
tensive quantity, per unit area of porous medium, and Γ ′′ denotes the total
source (= rate of production) of E, due to both internal production and in-
flux across the (microscopic) surface that bounds the phase, per unit volume
of porous medium.

The methodology of the hydraulic approach calls for the integration of
(5.4.2) along the vertical (possibly varying) thickness of the aquifer. Let the
aquifer be bounded from above and below by (possibly moving) surfaces
whose elevations are at z = b1(x, y, t) and z = b2(x, y, t), respectively, with
b2 − b1 = B. Another way of expressing the geometry of these boundary
surfaces is by (Fig. 5.4.1):

F1 ≡ F1(x, y, z, t) = z − b1(x, y, t) = 0,
F2 ≡ F2(x, y, z, t) = z − b2(x, y, t) = 0, (5.4.3)

where Fi(x, t) = 0 represents the equation of a boundary surface, or a segment
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of it. Time is introduced to allow for the possibility of a moving boundary,
e.g., a phreatic surface, with u denoting the speed of displacement of such a
boundary. This speed should not be confused with the velocity of the fluid
present on both sides of the surface. As explained in Subs. 5.2.1, when a
surface moves, its shape may change, but its equation, F (x, t) = 0, remains
unchanged. The quantity F is, thus, a conservative quantity of the points on
the surface for which the total derivative vanishes. This leads to

n =
∇F
|∇F | , un = u · n = −∂F/∂t|∇F | = − ∂F/∂t

∂F/∂sn
, (5.4.4)

where n denotes the unit vector normal to the surface F = 0, and sn is a
distance measured along n.

With the above definitions of the F -surfaces, we have from (5.4.3):

∇Fi = ∇(z − bi) and
∂Fi
∂t

= −∂bi
∂t

, i = 1, 2. (5.4.5)

For example, for a horizontal F1-surface, ∇F1 is directed upward, normal to
the surface. Also, for any surface Fi = Fi(x, y, z, t), we have:

∂Fi
∂t

+ u · ∇Fi = 0, or
∂bi
∂t
− u · ∇(z − bi) = 0, i = 1, 2. (5.4.6)

For a stationary boundary

bi = bi(x, y),
∂Fi
∂t

= 0, i = 1, 2. (5.4.7)

By integrating (5.4.2) along the thickness, B, we obtain

∫ b2

b1

∂φe

∂t
dz +

∫ b2

b1

∇ · (eq + φJEh ) dz −
∫ b2

b1

Γ ′′ dz = 0. (5.4.8)

Since we have here integrals of derivatives, with integration boundaries that
are space- and possibly time-dependent, we have to introduce a certain rule
for taking integrals of derivatives. This rule is based on Leibnitz’ rule for a
derivative of an integral with respect to a variable upon which the boundaries
of the latter depend. This rule was introduced as (4.4.5) in Sec. 4.4. We rewrite
this rule here in the form:

∂

∂r

∫ b2

b1

A dz =
∫ b2

b1

∂A
∂r

dz + A
∣

∣

∣

∣

b2

∂b2
∂r
−A

∣

∣

∣

∣

b1

∂b1
∂r

, (5.4.9)

where A = A(x, y, z, t) is any tensor field, and r stands for x, y, z, or t.
Let us define the symbol ˜A as
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˜A(x, y, t) =
1

B(x, y, t)

∫ b2(x,y,t)

b1(x,y,t)

A(x, y, z, t) dz, (5.4.10)

in which the prime symbol denotes a vector (or vector operator) in the two-
dimensional (xy)-plane only, viz.,

A′ = Ax1x +Ay1y, ∇′(..) =
∂

∂x
(..) 1x +

∂

∂y
(..) 1y,

with 1x and 1y denoting unit vectors in the x- and y-directions.
Making use of Leibnitz rule, we may write for any vector, A:

∫ b2(x,y,t)

b1(x,y,t)

∇ ·A dz =
∫ b2

b1

(

∇′ ·A′ +
∂Az
∂z

)

dz

= ∇′ ·
∫ b2

b1

A′ dz −A′∣
∣

b2
· ∇′b2 + A′∣

∣

b1
· ∇′b1 +Az

∣

∣

b2
−Az

∣

∣

b1

= ∇′ ·B˜A′ + A
∣

∣

b2
· ∇(z − b2)−A

∣

∣

b1
· ∇(z − b1)

= ∇′ ·B˜A′ + A
∣

∣

F2
· ∇F2 −A

∣

∣

F1
· ∇F1. (5.4.11)

Here, and henceforth,
∣

∣

Fi
stands for

∣

∣

Fi=0
.

For any scalar, A(x, y, z, t), with b1 = b1(x, y, t), b2 = b2(x, y, t), we have

∫ b2

b1

∂A

∂t
dz =

∂

∂t

∫ b2

b1

A dz −A
∣

∣

b2

∂b2
∂t

+A
∣

∣

b1

∂b1
∂t

=
∂

∂t
BÃ+A

∣

∣

F2

∂F2

∂t
−A

∣

∣

F1

∂F1

∂t
. (5.4.12)

By applying (5.4.6), (5.4.12), (5.4.11), and (5.4.8), we obtain

∂

∂t
B˜φe + ∇′ · B

(

˜eq′ + ˜φJ′E
h

)

+
[

φe(V − u) + φJEh
]∣

∣

F2
· ∇F2

− [φe(V − u) + φJEh
]∣

∣

F1
· ∇F1 −B˜Γ ′′ = 0, (5.4.13)

in which q′ denotes the vector of specific discharge in the horizontal xy-
plane. This is the averaged, two-dimensional (in the horizontal plane) balance
equation for any E in an aquifer. The dependent variables and fluxes, ˜φe, ˜eq′,

and ˜φJ′E
h , are functions of x, y, and t only.

In (5.4.13), the terms

[

φe(V − u) + φJEh
]

∣

∣

∣

∣

F2

· ∇F2 and
[

φe(V − u) + φJEh
]

∣

∣

∣

∣

F1

· ∇F1
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represent the total flux of E through the (possibly moving) boundaries F2 = 0
and F1 = 0, which bound the aquifer from above and below, respectively. In
other words, these terms represent boundary conditions on these surfaces. We
note that while these terms are boundary conditions for the three-dimensional
balance equation, (5.4.2), they appear as source terms in the averaged, two-
dimensional equation (5.4.13). Our next task is to express these conditions.

The general condition that must be satisfied at any point on a boundary
F = 0, for all α-phases present in a system, in the absence of sources or sinks
of the quantity E on the latter, is the continuity of the normal component
of the total flux of E in all phases. Using subscripts ext and int to denote
the external and internal sides of the boundary F = 0, respectively, we may
rewrite this condition in the form:

∑

(α=s,f)

[[ θα
{

eα(Vα − u) + jEα

hα

}

]]ext,int · n = 0, (5.4.14)

where the symbols f and s denote the fluid and solid phases, respectively, and
[[ (..) ]] denotes the jump in (..) from one side (here, external) of the boundary
to the other (here, internal). When the microscopic interphase boundary is
a material boundary with respect to the considered quantity, i.e., there is no
exchange of that quantity among the phases, the no-jump condition (5.4.14)
may be written separately for each phase.

In what follows, we shall assume that the top and bottom surfaces that
bound a confined or a leaky aquifer are material surfaces with respect to the
solid mass. Hence, on these surfaces, (Vs − u) · n = 0, and, therefore,

φ(Vf − u) · n = φ(Vf − u) · n− φ(Vs − u) · n
= φ(Vf −Vs) · n ≡ qr · n. (5.4.15)

Recall that qr denotes the specific discharge of the fluid relative to the solid;
it is expressed by Darcy’s law.

We can now use (5.4.14) to replace the terms in (5.4.13) that express the
flux conditions on the ‘internal sides’ of the boundaries by terms that involve
(known) information on the corresponding ‘external sides.’

Let us develop the condition for an upper boundary, F2 = 0, and for the
specific case of the mass of water phase, e = ρ, in saturated flow. Since we
have assumed that the boundary is a material surface with respect to the
solid, we have on it

ρs(Vs − u) · ∇F2 = 0. (5.4.16)

In addition, for the F2-surface, (5.4.14) reduces to

[φρ(Vf − u)]
∣

∣

ext
· ∇F2 = [φρ(Vf − u)]

∣

∣

int
· ∇F2, (5.4.17)

where ρ ≡ ρf , or
(ρqr)

∣

∣

ext
· ∇F2 = (ρqr)

∣

∣

int
· ∇F2. (5.4.18)
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For an impervious boundary, qr
∣

∣

ext
· ∇F2 = qr

∣

∣

ext
· n = 0, so that (5.4.18)

reduces to
(ρqr)

∣

∣

int
· ∇F2 = 0. (5.4.19)

At a leaky boundary, i.e., a boundary through which fluid mass can enter or
leave the aquifer at a known rate, ρqleak, the condition is

(ρqr)
∣

∣

int
· ∇F2 = (ρqleak)

∣

∣

ext
· ∇F2. (5.4.20)

The term qleak

∣

∣

ext
represents the leakage into (or out of) the aquifer on the

external side of the latter. It can now be expressed in terms of the state
variables of a considered problem.

Let the surface F2 serve as the upper boundary for the saturated domain
of a phreatic aquifer with accretion. The condition on such a boundary takes
the form

[φρ(Vf − u)]
∣

∣

int
· ∇F2 = ρN(N− θrfu)

∣

∣

ext
· ∇F2, (5.4.21)

or, by rearranging terms, and using (5.2.3),

(ρNN− ρq) · ∇F2 = (φρ− θrfρN)
∂F2

∂t
. (5.4.22)

Here, N denotes the rate of accretion of water of density ρN , and θrf denotes
the irreducible moisture content that is assumed to prevail above the phreatic
surface.

For downward accretion at a rate N , we introduce N = −N∇z, and
(5.4.22) becomes:

(ρNN∇z + ρq) · ∇F2 = −(φρ− θrfρN)
∂F2

∂t
. (5.4.23)

Let us now rewrite the mass balance equation (5.4.13), making use of the
following approximations:

• The macrodispersive flux (Subs. 7.1.8) of the total mass, ˜ρ̂q̂′, due to ver-
tical variations in the horizontal flux, q′, and in ρ, may be neglected, i.e.,

˜ρq′ = ρ̃ ˜q′ + ˜

ρ̂q̂′ ≈ ρ̃ ˜q′, (5.4.24)

where the symbol ˆ(..) denotes deviation of (..) from its average, ˜(..), over
the vertical, B. Note that in (7.1.67), the macrodispersive flux, denoted
by the double overbar, was obtained by a volume average (over an RMV),
while here it is obtained by integration over the vertical, and denoted by
the tilde symbol.

• The average of the sum of the components of the dispersive and diffusive
fluxes of the total mass is much smaller than the advective mass flux at
the averaged level, i.e.,
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|˜φJm′
fh| � |ρ̃ ˜q′|.

With these approximations, (5.4.13) can be rewritten in the form:

∂

∂t
(B˜φρ) + ∇′ · (Bρ̃ ˜q′) +

[

ρ(q− φu)
]∣

∣

F2
· ∇F2

− [

ρ(q − φu)
]∣

∣

F1
· ∇F1 −B˜Γ ′′ = 0. (5.4.25)

Finally, let us rewrite the last balance equation for each type of aquifer,
separately.

A. Confined aquifer

For this case, both the upper and lower bounding surfaces are impervious
boundaries. On such boundaries, u · ∇F = Vs · ∇F ; hence, two conditions
prevail: (5.4.19) and a similar one for F1 = 0. By inserting these conditions
into (5.4.25), we obtain:

∂(B˜φρ)
∂t

+∇′ · (Bρ̃ ˜q′)−B˜Γ ′′ = 0. (5.4.26)

This is the (integrated) balance equation for flow in a confined aquifer. We
note in it the specific discharge, ˜q′, rather than the specific discharge rela-
tive to the moving solids, ˜q′

r. Pumping and artificial recharge may serve as
examples of distributed sinks and sources expressed by B˜Γ ′′.

In order to express the mass balance equation (5.4.26), which applies to a
confined aquifer with a compressible fluid, in terms of a single state variable,
h̃, we make use of (5.4.12), and introduce the approximations

∂(B˜φρ)
∂t

≈ B
∂(˜φρ)
∂t

≈ ρ̃BSo
∂˜h∗

∂t
, (5.4.27)

(φρ)
∣

∣

F1
≈ (φρ)

∣

∣

F2
≈ ˜φρ, (5.4.28)

where h∗ is Hubbert potential defined by (4.1.6), and neglect averages of
products of fluctuations over the thickness. We also assume that

h∗
∣

∣

F1
≈ h∗

∣

∣

F2
≈˜h∗ ≈ ˜h ≡ h, (5.4.29)

∇′ · (Bρ̃ ˜q′) ≈ −∇′ · (ρ̃B˜K′ · ∇′
˜h∗), (5.4.30)

q ≈ qr , (5.4.31)

and
∣

∣

∣

∣

B˜φ
∂ρ̃

∂t

∣

∣

∣

∣

� ∣

∣B ˜q′ · ∇′ρ̃
∣

∣. (5.4.32)

These approximations lead to the averaged mass balance equation
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ρ̃S
∂h

∂t
= ∇′ · (ρ̃T · ∇′h) +B˜Γ ′′, (5.4.33)

in which the aquifer storativity or storage coefficient, S, is defined by

S =
∫ b2

b1

So dz, S = B˜So, (5.4.34)

where ˜So represents the average value of So along B. In words, S is defined as
the volume of water release from (or added to) storage in a confined aquifer
per unit area of aquifer per unit decline (or rise) the piezometric head.

The term −T · ∇′
˜h, which we denote as Q′, expresses the total discharge

through the entire thickness of the aquifer per unit width, with

T =
∫ b2

b1

K dz = B˜K′ (5.4.35)

denoting aquifer transmissivity. The same definition is presented in (4.4.12).
If, now, we invoke the Dupuit assumption that equipotentials can be ap-

proximated as vertical, i.e., ˜h ≈ h(x, y, b1) ≈ h(x, y, b2), then (5.4.35) reduces
to

Q′ = −T · ∇′
˜h, T = K(x, y)B(x, y). (5.4.36)

In (5.4.33), B˜Γ ′′/ρ̃ denotes a water source (dims. L3/T/L2). For wells, we
express the sources by using the Dirac delta function, δ(x−xi, y−yi), modified
to two dimensions from the three-dimensional definition (5.1.77).

In groundwater hydrology, it is often assumed that ρ̃ = const. in (5.4.33).
Thus, for water of constant density, with pumping wells at points (xm, ym),
with pumping rates, Pm, we obtain the confined aquifer flow equation

S
∂h

∂t
= ∇′ · (T · ∇′h)−

∑

(m)

Pmδ(x− xm, y − ym). (5.4.37)

The quotient T/S is often referred to as the aquifer diffusivity.

B. Leaky aquifer

In this case, (5.4.20) serves as a boundary condition on the upper bounding
surface (a similar expression can be written for the lower surface). We assume
that the upper semipervious boundary can be approximated as a thin mem-
brane through which water leaks out of the aquifer into an overlying aquifer.
Then, the rate of leakage through the upper surface of the aquifer can be
expressed by

qleak

∣

∣

F2
· ∇F2 = K�

˜h− h
∣

∣

ext

B�
|∇F2|, (5.4.38)
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where h
∣

∣

ext
denotes the piezometric head above the upper semipervious

layer, and K� and B� denote the hydraulic conductivity and thickness of
the semipervious layer. This term is sometimes called leakance. The term
B�/K� is referred to as the resistance (dims. T) of the semipervious layer.
In writing (5.4.38), we have also assumed that the water density is constant,
and is, thus, the same on both sides of the semipervious layer.

We now use (5.4.13), making the same approximations used to derive
(5.4.33) and (5.4.36) for the confined aquifer, defining qleak

∣

∣

Fi
≡ qleak

∣

∣

Fi
·∇Fi

i = 1, 2, to obtain the following relationships from (5.4.20):

q
∣

∣

F1
· ∇F1

|∇F1| = qleak
∣

∣

F1
and q

∣

∣

F2
· ∇F2

|∇F2| = qleak
∣

∣

F2
,

which represent the conditions on the top and the bottom boundaries. With
R(x, y, t) ≡ B˜Γ ′′/ρ, we then obtain

∇′ · (T · ∇′
˜h) +R(x, y, t)− qleak

∣

∣

F2
|∇F2|+ qleak

∣

∣

F1
|∇F1| = ˜S

∂˜h

∂t
. (5.4.39)

This is the (integrated) mass balance equation for a leaky aquifer. The leakage
terms express (possible) loss of water to the overlying and underlying aquifers.

We now use (5.4.13), making the same approximations used to derive
(5.4.33) and (5.4.36) for the confined aquifer, defining qleak

∣

∣

Fi
≡ qleak

∣

∣

Fi
·∇Fi

i = 1, 2, to obtain the following relationships from (5.4.20):

q
∣

∣

F1
· ∇F1

|∇F1| = qleak
∣

∣

F1
and q

∣

∣

F2
· ∇F2

|∇F2| = qleak
∣

∣

F2
,

which represent the conditions on the top and the bottom boundaries. With
R(x, y, t) ≡ B˜Γ ′′/ρ, we then obtain

∇′ · (T · ∇′
˜h) +R(x, y, t)− qleak

∣

∣

F2
|∇F2|+ qleak

∣

∣

F1
|∇F1| = ˜S

∂˜h

∂t
. (5.4.40)

This is the (integrated) mass balance equation for a leaky aquifer. The leakage
terms express (possible) loss of water to the overlying and underlying aquifers.
The quotient T/˜S is often referred to as the aquifer diffusivity. We can also
define a characteristic time for the aquifer as tc = ScL

2
c/Tc, where subscript

c denotes characteristic values, and a corresponding Fourier number for an
aquifer, following the discussion on dominance of effects, in Sec. 7.7.

C. Phreatic aquifer

Let the lower boundary be impervious, so that (5.4.19) is valid there. Then,
using (5.4.21) with (5.2.3), and employing the same assumptions as intro-
duced above, including constant water density, (5.4.25) becomes
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∂(B˜φ)
∂t

+∇′ · (B ˜q′) +
(

N · ∇F2 + θrw
∂F2

∂t

)

−B
˜Γ ′′

ρ
= 0, (5.4.41)

where we have assumed b2 ≈ ˜h so that B = ˜h − b1. This is the (integrated)
mass balance equation for a phreatic aquifer.

Assuming that |B(∂˜φ/∂t)| � |(φ|̃
h
∂h̃/∂t)|, and since F1 = z − b1(x, y),

and F2 = z−˜h(x, y, t), the first term of the left-hand side of (5.4.41) becomes:

∂B˜φ

∂t
≡ ∂

∂t

∫ h̃

b1

φ dz =
∫ h̃

b1

∂φ

∂t
dz + φ

∣

∣

∣

∣

h̃

∂˜h

∂t

= B
∂˜φ

∂t
+ φ

∣

∣

∣

∣

h̃

∂˜h

∂t
≈ φ

∣

∣

∣

∣

h̃

∂˜h

∂t
. (5.4.42)

With N = −N∇z, by inserting (5.4.42) into (5.4.41), we now obtain

Sy
∂˜h

∂t
+∇′ · [(˜h− b1)˜q′]−N − R + P = 0, (5.4.43)

in which we have assumed that ∇F2 ≈ −∇z, i.e., the water table is approxi-
mately horizontal with respect to N, and the net withdrawal from the aquifer,
i.e., pumping minus artificial recharge, is denoted by P−R ≡ −(˜h−b1)˜Γ ′′/ρw.

The symbol Sy ≡ φeff = φ − θrw is the specific yield, which is equivalent
to the storativity of a phreatic aquifer. It is defined as the volume of water
released from storage in a phreatic aquifer, per unit area and per unit decline
in the water table elevation,

Sy =
ΔUw
AΔh. (5.4.44)

In this definition of Sy, we have assumed that (˜h − b1)So � φeff , i.e., the
effect of elastic storativity is negligible. The specific yield is further discussed
in Subs. 6.1.9. In that discussion we shall emphasize that during to the delay
in drainage from storage, the specific yield is actually time dependent.

Figure 5.4.2 shows the dependence of the specific yield, Sy, on grain- (actu-
ally pore-) size. We note that for clay, Sy is very small, although the porosity
is relatively large. This behavior stems from the fact that the size of the pores
in clays is very small, so that capillary forces are very large, and so is the
irreducible moisture content, θwr.

Equation (5.4.43) is the balance equation commonly employed for a
phreatic aquifer. It is often referred to by groundwater hydrologists as the
Boussinesq equation. In (5.4.43), Q′ (≡ (h̃−b1)˜q′) denotes the total discharge
through the saturated thickness, ˜h− b1, per unit width of aquifer.

Let us use vertical integration to derive an expression for Q′ in terms of
˜h. Assuming that K = K(x, y), we obtain
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Figure 5.4.2: Relation between specific yield and grain size (from Conkling
et al., 1934, as modified by Davis and DeWiest, 1966).

Q′ =
∫ h̃(x,y,t)

b1(x,y)

q dz = −K ·
∫ h̃

b1

∇h dz

= −K ·
{

∇′
[

(h̃− b1)h̃
]

− h
∣

∣

∣

x,y,z=h̃
∇′
˜h + ˜h

∣

∣

∣

x,y,z=b1
∇′b1

}

, (5.4.45)

where h
∣

∣

(x,y,z=h)
= ˜h.

By invoking now the Dupuit assumption, i.e., ˜h ≈ h
∣

∣

(x,y,z=h)
≈ h

∣

∣

(x,y,z=b1)
,

we obtain
Q′ = −(˜h− b1)K · ∇′

˜h. (5.4.46)

Equation (5.4.43) can then be written as

Sy
∂˜h

∂t
+∇ · [(˜h− b1)K · ∇′

˜h]−N − R + P = 0. (5.4.47)

When recharge and pumping is implemented through wells (≡ point sources
and sinks), we may, symbolically, use the notation

R(x, y, t)− P (x, y, t) ≡
∑

(i)

Ri(t)δ(x − xi, y − yi)−
∑

(j)

P j(t)δ(x − xj , y − yj), (5.4.48)

where δ(x− xi, y − yi) is the Dirac delta function at (xi, yi).
In (5.4.47), the product (h̃ − b1)K plays the role of transmissivity of a

phreatic aquifer. However, here the transmissivity may be time dependent,
because h̃ = h̃(x, y, t). As a result, the equation for flow in a phreatic aquifer
is nonlinear.
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In principle, the non-linear balance equation (5.4.47) can be solved numer-
ically. However, often this equation is approximated by linearization prior to
being solved numerically. Commonly, linearization is achieved by replacing
h in the product (˜h− b1)K, which represents the aquifer transmissivity, by

some mean (in time!) value ̂˜h, assuming |˜h− ̂˜h| � ̂

˜h. Equation (5.4.47) then
becomes

Sy
∂˜h

∂t
+∇ · [(̂˜h− b1)K · ∇′

˜h]−N − R + P = 0, (5.4.49)

which is now linear in ˜h = ˜h(x, y, t). The introduction of an average thickness
of the saturated zone is justified whenever fluctuations in the water table
elevations are much smaller than the thickness itself.

5.4.2 Another derivation of 2-D balance equations

The macroscopic mass balance equations for essentially horizontal water flow
in an aquifer can also be obtained directly from the discussion in Subs. 5.1.1.
Again, the basic idea of a balance is simple and straight forward. We write
a balance for the mass of water within a specified spatial domain, and for
a specified period of time. Because we assume essentially horizontal flow, we
consider a balance for a volume with a horizontal area Ao and a thickness
equal to the aquifer thickness, B, of the aquifer. Let Δt denote the time
interval, and S denote the area of the vertical surface that bounds the volume.
The mass balance is then stated as

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Mass of water
accumulating

in Ao ×B
during Δt

⎫

⎪

⎪

⎬

⎪

⎪

⎭

=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Net mass of w.
entering Ao ×B

through S
during Δt

⎫

⎪

⎪

⎬

⎪

⎪

⎭

+

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Net rate of
w. production

in Ao ×B
during Δt

⎫

⎪

⎪

⎬

⎪

⎪

⎭

.

(5.4.50)
Dividing by Δt and by Ao, we obtain the mass balance in the form:
⎧

⎨

⎩

Rate of w. mass
accumulating in

a unit area

⎫

⎬

⎭

=

⎧

⎨

⎩

Net rate of w.
mass entering
a unit area

⎫

⎬

⎭

+

⎧

⎨

⎩

Net rate of w.
production in
a unit area

⎫

⎬

⎭

. (5.4.51)

From the discussion in Subs. 5.1.1, it follows that

• ∂Bφρ/∂t = The rate of accumulation of water mass in the specified vol-
ume, per unit area.

• −∇·ρBq′ = The net rate of mass influx, per unit area, with Q′ = Bq′.

Using the symbol Γ ′′ to denote the net rate of water production per unit
volume, we can replace (5.4.51) by

∂Bφρ

∂t
= −∇·ρQ′ +BΓ ′′, (5.4.52)
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to be compared with (5.4.26).

5.4.3 Complete aquifer flow models

The discussion presented in the Sec. 5.3, on the content of a 3-D mathe-
matical flow model and on the requirement that the mathematical model be
well-posed, is valid also here, and, therefore, need not be repeated. We shall
focus only on the mass balance equations and on the initial and boundary
conditions.

A. Summary of mass balance equations

Let us summarize the flow equations for flow in an aquifer domain Ω(x, y),
bounded by segments B = B(x, y) that together surround the entire aquifer
domain. The symbol h will denote the average piezometric head, h̃. The
aquifer transmissivity is defied by (5.4.35); the aquifer storativity is defined
by (5.4.34). We shall assume that the water density is constant, except that
we do take into account the contribution of water compressibility to aquifer
storativity.

A confined aquifer. The aquifer is inhomogeneous and anisotropic, with
a transmissivity T = T(x, y), and storativity S = S(x, y). The flow equation
is:

S
∂h

∂t
= ∇′ · (T · ∇′h)− P (x, y, t) +R(x, y, t), (5.4.53)

in which ∇′· and ∇′ denote the divergence and the gradient operators in
the xy-plane, and P = P (x, y, t), and R = R(x, y, t) denote, symbolically,
pumping and artificial recharge, respectively (dims. LT−1). When such sinks
and sources take the form of point wells, these symbols can be replaced by

R(x, y, t)− P (x, y, t) =
∑

(i)

Ri(t)δ(x − xi)−
∑

(j)

P j(t)δ(x − xj), (5.4.54)

in which δ(x−xi) denotes the Dirac function for two dimensions (dims. L−2)
defined by (5.1.77), but with a3 replaced by a2.

Note that, as almost everywhere in this book, the balance equations are
written in vector form; they can easily be rewritten in indicial notation, in
terms of the selected coordinate system.

For steady flow (∂h/∂t = 0) in a homogeneous aquifer (T = const.) and in
the absence of sources and sinks (R = P = 0), the balance equation (5.4.53)
reduces to the Laplace equation

∇′ · ∇′h = 0, or ∇′2h

(

≡ ∂2h

∂x2
+
∂2h

∂y2

)

= 0, h = h(x, y). (5.4.55)

A phreatic aquifer. The aquifer is inhomogeneous and anisotropic, with
average (over the vertical) hydraulic conductivity K = K(x, y), and specific
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Figure 5.4.3: Multiple leaky aquifers.

yield, Sy = Sy(x, y), defined in (5.4.44). Elastic storativity is neglected. The
aquifer’s bottom is at an elevation η = η(x, y). The flow equation is

Sy
∂h

∂t
= ∇′ · [(h− η)K · ∇′h] +N(x, y, t)− P (x, y, t) +R(x, y, t), (5.4.56)

in which N = N(x, y, t) denotes the rate of natural replenishment of the
aquifer, i.e., rate at which water reaches the water table from precipitation.
One can include in this rate also water reaching the water table from excess
irrigation.

A leaky confined aquifer. Consider the middle aquifer shown in Fig. 5.4.3.
The piezometric head in this aquifer is denoted by hu = hu(x, y, t). The
aquifer is separated from an overlying (leaky phreatic, but could also be a
leaky-confined) aquifer by a semipervious layer (= aquitard) having the resis-
tance cru, and from an underlying (leaky confined) aquifer by a semipervious
layer of resistance cr�. These resistances are defined in (5.2.15). We denote the
piezometric heads in the underlying leaky confined aquifer by h� = h�(x, y, t),
and that in the overlying phreatic leaky aquifer by hu = hu(x, y, t). The flow
equation in the considered leaky confined aquifer is

S
∂h

∂t
= ∇′ · (T · ∇′h) +

hu − h

cru
+
h� − h

cr�
− P (x, y, t) +R(x, y, t). (5.4.57)

For a homogeneous isotropic aquifer, the above equation reduces to

S

T

∂h

∂t
=

∂2h

∂x2
+
∂2h

∂y2
+
hu − h

λ2
u

− h− h�
λ2
�

+
R− P

T
, (5.4.58)

where λ2
i = Tcri, i = �, u, is another leaky aquifer coefficient called leakage

factor, which determines the areal distribution of leakage.
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To solve (5.4.57) for h = h(x, y, t), we need, in addition to values of all rele-
vant coefficients, also information, say from measurements, on hu = hu(x, y, t)
and h� = h�(x, y, t). When this information is not available, we have three
variables to solve for, and we need two additional equations:
For the lower leaky confined aquifer:

S�
∂h�
∂t

= ∇′ · (T� · ∇′h�)− h� − h

cr�
− P�(x, y, t) +R�(x, y, t). (5.4.59)

For the leaky phreatic aquifer:

Sy
∂hu
∂t

= ∇′ · (Tu · ∇′hu)− hu − h

cru
+N(x, y, t)− Pu(x, y, t) +Ru(x, y, t).

(5.4.60)
Obviously, the three PDEs have to be solved simultaneously, with appropriate
initial and boundary conditions.

B. Initial and boundary conditions

In order to solve any of the aquifer flow equations presented above, or the
set of equations describing the flow in the case of multiple leaky aquifers,
we need to state appropriate initial and boundary conditions for every flow
equation. We recall that we are considering here flow equations based on the
assumption of essentially horizontal flow. Hence, the flow domain, Ω(x, y),
which is in the horizontal plane, is bounded by a closed boundary B, composed
of straight line segments and curves, with Fi = Fi(x, y, t) = 0 representing
the equation of the i-th segment. Unless otherwise stated, we assume that
the boundaries are stationary; we shall regard h as the variable appearing in
the flow equation.
Initial conditions Initial conditions take the form

h = h(x, y, t) = f(x, y), on Ω, (5.4.61)

where f = f(x, y) is a known function.
Boundary conditions Several types of boundary conditions may be en-
countered.
(a) Boundary of prescribed piezometric head. This condition takes the form

h = f1(x, y, t), on B1, (5.4.62)

where f1 = f1(x, y, t) is a known function.
A special case of this kind of boundary is the equipotential boundary,

f1(x, y, t) = constant, or f1(x, y, t) = f∗
1 (t), where f∗

1 (t) is a known function.
A specified piezometric head boundary is encountered whenever the aquifer
is in direct contact with a lake or a river, in which the water level is known.
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Another special case of this kind of boundary is a spring through which
groundwater emerges to ground surface. The spring’s outlet threshold is at
a fixed elevation. Water emerges from the aquifer into the atmosphere (say,
at p=0) at that fixed elevation, and, hence, this is a boundary of a specified
piezometric head. Sometime, a layer of water exists above the threshold,
which may vary with the rate of flow. However, when the piezometric head
in the aquifer in the vicinity of the spring is lower than this threshold, the
spring dries up and ceases to act as a boundary to the flow domain. It is
thus a boundary of specified (known) head only as long as the water heads in
the vicinity of the spring are higher than the spring’s outlet. When a spring
emerges at the bottom of a lake, the specified head at the spring is dictated
by the water level in the lake. This kind of boundary conditions was discussed
in detail in Subs. 5.2.3.
(b) Boundary of prescribed flux. Along such a boundary

Q′
n = Q′ · n = f2(x, y, t), on B2, (5.4.63)

where f2 = f2(x, y, t) is a known function. For a confined aquifer, Q′ =
−T · ∇′h. For a phreatic aquifer, Q′ = −(h− η)K · ∇′h.

For an isotropic porous medium, (5.4.63) can be reduced to the form

∂h/∂sn = f ′
2(x, y, t), on B2, (5.4.64)

where sn denotes the distance measured along the normal to the boundary,
and f ′

2(x, y, t) is a known function.
For an impervious boundary, f2(x, y, t) = 0 in (5.4.63) and f ′

2(x, y, t) = 0
in (5.4.64). We recall that a streamline and a water divide behave as an
impervious boundary.
(c) Semipervious Boundary. As in three-dimensional flow, this kind of bound-
ary condition occurs when a partly clogged river-bed (e.g., by a thin layer of
silt or clay) serves as a boundary of a flow domain. Because of the resistance
to the flow offered by the semipervious layer, the piezometric head in the
aquifer, next to this layer, is different from that on its external side (which
is dictated by the water level in the river (Fig. 5.4.4).

For the phreatic aquifer shown (Fig. 5.4.4), since the flow is assumed hor-
izontal, continuity of flux through the entire thickness of the aquifer requires
that:

(Q′
n ≡ Q′ · n =)− (Kh · ∇′h) · n = h

ho − h(x, y, t)
cr

, (5.4.65)

where cr = K′/B′, with K′ and B′ denoting the hydraulic conductivity and
the thickness of the semipervious layer, respectively. For a confined aquifer,
we replace Kh by the aquifer transmissivity, T, and the thickness, h, on the
r.h.s. by the aquifer thickness, B.
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Figure 5.4.4: Semipervious boundary.

C. Complete model statement

Similar to the discussion on three-dimensional flow models, recalling that
we are modeling the flow in an aquifer under the assumption of ‘essentially
horizontal flow’, say, in the xy-plane, the standard content of a model should
include the following items:

• Delineation of the closed curve that bounds the problem area. This means
that all boundaries are really vertical surfaces extending through the entire
thickness of the aquifer.

• Specification of the state variable, usually the average piezometric head h,
for which a solution is sought.

• Statement of the partial differential equation that represents the mass
balance of water in the aquifer. In the case of multiple leaky aquifers,
we need a variable of state and a mass balance equation (PDE) for each
aquifer.

• Specification of all the (storage and transport) coefficients that appear in
the balance equation(s).

• Statement of initial conditions that the state variables have to satisfy.
• Statement of boundary conditions for each balance equation.

The investigated domain need not extend to natural boundaries, such as a
river, or an impervious fault. Often, arbitrary boundaries are introduced. This
is appropriate, as long as we know (or assume or even guess) the conditions
on these boundaries.

The case of a boundary between two porous media domains was dis-
cussed in Sec. 5.2.3 and need not be repeated here, as the extension to two-
dimensional models is obvious.

5.4.4 Effect of storage changes in aquitard

In the discussion on leaky confined aquifers (Subs. 5.4.3A), we assumed that
the semipervious layers—aquitards—have zero storativity and, hence, any
change in the piezometric head in the overlying and/or underlying aquifers
propagates instantaneously within these aquitards. Therefore, we could as-
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Figure 5.4.5: Changes in piezometric head within an aquitard.

sume that a linear distribution of head always exists in these layers. In reality,
changes in water storage do take place in semipervious layers.

In unsteady flow, as the piezometric heads in the aquifers above and below
the semipervious layer vary, continuous changes are produced in the piezomet-
ric head distribution in that layer. Figure 5.4.5 shows how an instantaneous
step drop in the piezometric head in the upper aquifer, from h|t=0− to h|t=0+ ,
produces a gradual change in the piezometric head distribution, h(1)(z′, t),
in the aquitard. We note that the gradient ∂h(1)/∂z′ varies both with time
and along the aquitard thickness, B(1). At the same time, the quantity of
water stored (elastically) within each unit volume of porous medium along
the thickness of the aquitard also varies as h(1)(z′, t) varies.

In Fig. 5.4.5, we note that, whereas, initially, the flow throughout B(1) is
everywhere downward, instantly, the flow moves in both directions, upward
and downward. After some time, say t3 (assuming that ht=0+ does not vary
with time), the flow in the lower part of the aquitard also changes its direc-
tion. Eventually, the flow will be entirely upward throughout the aquitard.
Employing the definition of specific storativity, So, the total volume of water,
ΔUw, released from storage in the aquitard (per unit horizontal area) during
t is given by

ΔUw =
∫ B(1)

0

S(1)
o [h(1)(x, y, z′, t)− h(1)(x, y, z′, 0)] dz′. (5.4.66)

Depending on the aquitard permeability, K(1) (actually on the ratio S(1)
o /K(1)),

it will take some time for this volume of water to be released from storage
in the aquitard. Accordingly, the distribution of the piezometric head within
the aquitard cannot respond instantaneously to head changes in the adjacent
aquifers. We refer to this phenomenon as delayed storage. The entire picture
is more complicated when the piezometric heads in the adjacent aquifers vary
continuously.
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Figure 5.4.6: Nomenclature for an aquifer-aquitard system.

For the aquifer above the aquitard (see Figure 5.4.6), the rates of leakage
entering and leaving the aquifer are expressed by

qv1|F1 = −K(1) ∂h
(1)

∂z′

∣

∣

∣

∣

∣

F1

, qv2|F2 = −K(2) ∂h
(2)

∂z′′

∣

∣

∣

∣

∣

F2

, (5.4.67)

where h(1)(z′, t) and h(2)(z′′, t), respectively, denote the piezometric heads
in the upper and in the lower aquitards, and the gradients are taken at the
interfaces between the main aquifer and the top and bottom aquitards. With
(5.4.67), the flow equation for the leaky confined aquifer, (5.4.57), becomes

S
∂h

∂t
= ∇′ · (T · ∇′h)− K(1) ∂h

(1)

∂z′

∣

∣

∣

∣

∣

F1

+ K(2) ∂h
(2)

∂z′′

∣

∣

∣

∣

∣

F2

− P (x, y, t) +R(x, y, t).

(5.4.68)
We note that in the above equation, we now have two additional dependent
variables h(1)(z′, t) and h(2)(z′′, t). To solve for these variables, we have to
construct a model that describes the (vertical) flow within each aquitard.

Referring to Fig. 5.4.6, we assume that K(1), K(2) � K, so that the flow
in the semipervious layer is essentially vertical. Let a steady flow be estab-
lished through the layer and then assume that a stepwise reduction of head
is produced in the main aquifer by pumping. After a sufficiently long time,
a new steady state will be established, with a linear head distribution, as
demonstrated in Fig. 5.4.5. During this period, the reduction of head in the
semipervious layer will lag behind that corresponding to the new steady state.
The problem of determining h(1)(x, y, z′, t) for K(1) = constant, is stated in
the domain 0 ≤ z′ ≤ B(1), by the following partial differential equation and
initial and boundary conditions, written in terms of the drawdown variable,
s(1)(x, y, z′, t) = h(1)(x, y, z′, 0)− h(1)(x, y, z′, t),

S(1)
o

∂s(1)

∂t
= K(1) ∂

2s(1)

∂z′2
,
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s(1)(x, y, z′, 0) = 0, 0 ≤ z′ ≤ B(1),

s(1)(x, y, 0, t) = 0, t > 0,

s(1)(x, y,B(1), t) =
{

0, t ≤ 0,
Ho, t > 0, , (5.4.69)

Carslaw and Jaeger (1959, p. 310) provide a solution of this problem, in the
form

s(1)(x, y, z′, t)
Ho

=
∞
∑

n=0

⎧

⎪

⎨

⎪

⎩

erfc

⎡

⎢

⎣

(2n+ 1)B(1) − z′

2
(

K(1)t/S
(1)
o

)1/2

⎤

⎥

⎦
− erfc

⎡

⎢

⎣

(2n+ 1)B(1) + z′

2
(

K(1)t/S
(1)
o

)1/2

⎤

⎥

⎦

⎫

⎪

⎬

⎪

⎭

. (5.4.70)

Figure 5.4.7 shows this solution graphically. From s(1) = s(1)(x, y, z′, t), one
can determine the increase in the rate of flow, qv1, into the pumped aquifer,
produced by the stepwise reduction in head,

Δqv1 = K(1) ∂s
(1)

∂z′

∣

∣

∣

∣

∣

z′=B(1)

=
K(1)Ho

B(1)
(

πK(1)t/B(1)2S
(1)
o

)1/2

×
[

1 + 2
∞
∑

n=1

exp

(

− n2

K(1)t/B(1)2S
(1)
o

)]

. (5.4.71)

This flow is plotted in Fig. 5.4.7b. From this figure, it follows that a long time
may elapse before steady flow is re-established in the semipervious layer.

The above solution for the aquitard assumes that we know the head change
in the aquifer. In fact, as indicated in (5.4.68), the head in the aquifer, h,
is coupled with that in the aquitards, h(1) and h(2), and hence, it cannot be
solved alone. In the next subsection, we shall give a more complete treatment
of a multilayered aquifer-aquitard system.

5.4.5 Multilayered aquifer-aquitard system

Figure 5.4.8 give a schematic illustration of a multilayered system with
the more permeable layers (aquifers) separated by the less permeable ones
(aquitards). As discussed in Subs. 5.4.4, the flow in the aquifers can be consid-
ered as essentially horizontal, while flow in the aquitards is assumed to be es-
sentially vertical, due to the contrast in hydraulic conductivity. As suggested
by Neuman (1968) (see also Cheng, 2000, p. 116) the hydraulic conductivity
contrast should be at least 1:10 for these assumptions to be valid.

Following (5.4.66), for aquifer i, bounded from below and from above by
aquitards i − 1 and i (Fig. 5.4.8), respectively, the flow equation takes the
form
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Figure 5.4.7: Graphical representation of equations (a) (5.4.70), and (b)
(5.4.71).

S
∂si
∂t

= ∇′ · (T · ∇′si)− K(i−1) ∂s
(i−1)

∂z

∣

∣

∣

∣

∣

z=zt
i−1

+K(i) ∂s
(i)

∂z

∣

∣

∣

∣

∣

z=zb
i

+ P ; i = 1, . . . , n, (5.4.72)

where n is the number of aquifer layers. In (5.4.72), we have used drawdown,
s, instead of head, as the variable, and ignored the recharge term. The set
of equations, (5.4.72), cannot be solved independently; they need to be cou-
pled with the aquitard flow equations. Following (5.4.69), we can express the
aquitards’ flow equations,

K(i) ∂
2s(i)

∂z2
= S(i)

o

∂s(i)

∂t
; i = 0, . . . , n. (5.4.73)
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Figure 5.4.8: A multilayered aquifer-aquitard system.

Combining (5.4.72) and (5.4.73), together with the proper initial and bound-
ary conditions, we have enough equations to solve for the aquifer and aquitard
drawdowns, si and s(i), simultaneously. The above formulation for a two-
aquifer system is attributed to Neuman and Witherspoon (1969a, 1969b).

For a numerical solution, (5.4.72) and (5.4.73) have to be discretized
(Chap. 8). We observe that the aquifer equations, (5.4.72), are two-dimensional
in the x-y plane; hence, a two-dimensional mesh is needed for each aquifer
layer. On the other hand, the aquitard equations, (5.4.73), are one-dimensional,
in the z-direction. However, we note that the aquitard drawdown, s(i), is in
the form of s(i)(x, y, z, t), and that only one such equation is needed for each
(x, y) location. The solution meshes for the aquitards are three-dimensional.

As demonstrated in Subs. 5.4.4, and particularly in (5.4.7), the aquitard
drawdown, s(i), can be derived analytically from the one-dimensional equa-
tion (5.4.73), provided the drawdowns in the aquifer just above and just be-
low, si+1 and si (Figure 5.4.8), are known. Utilizing the analytical solutions
for aquitards, Herrera and Figueroa (1969) and Herrera (1970) present an
integrodifferential equation formulation that eliminates the aquitard draw-
down from the governing equations. The resulting solution system can be
discretized, using two-dimensional meshes representing only the aquifers. In
this way, the size of the required mesh is significantly reduced. Cheng (2000)
provides a detailed treatment of multilayered aquifer-aquitard systems with
pumping wells.

5.4.6 Groundwater maps and streamlines

A. Hydrological maps

A groundwater map is a compact visual form of presenting the results of both
field and model investigations of the instantaneous flow regime in an aquifer.
It expresses the elevations h = h(x, y, tmap) of the water table in a phreatic
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Figure 5.4.9: Groundwater contour map of Long Island, NY, prior to any
large scale withdrawal. The potentiometric surface shows a smoothly sloping
surface to the north and south in the western part of the island, indicating
freshwater outflow to the sea. (After Franke and McClymonds, 1972)

aquifer, or of the piezometric surface in a confined, or a leaky one, at time
t = tmap, as measured, or determined by a model. Underlying the drawing of
a hydrologic map and its utilization in practice is the assumption that flow
in the aquifer is essentially horizontal and, therefore, equipotential surfaces
are vertical (Sec. 2.6). The hydrologic map is drawn for a specific aquifer
and for a specified instant of time. UNESCO (1977), jointly with WMO, has
published a summary on hydrologic maps. A detailed discussion of contour
maps and their interpretation is also given by Dalton et al. (1991). Using
water levels measured simultaneously at a certain time in all observation
wells in a given aquifer (and one should be careful not to mix observations
in wells that tap different aquifers), we employ an interpolation technique
of one kind or another (e.g., linear) to draw contours of the water table,
or of the piezometric surface at desired times. In the latter case, the term
equipotentials is often used.

Figure 5.4.9 shows an example of a groundwater contour map (= hydro-
logic map, potentiometric map) obtained in this way. When the objective of
a map is to provide a regional picture of the flow regime in an aquifer, it
should exclude local cones of depression that occur around pumping wells
operating in the area. To eliminate these local effects, pumping wells (and
recharging ones) are shut off for a sufficient period of time (often 24–48 h)
prior to measuring the water levels in them (if they are used as observation
wells) and/or in observation wells in their vicinity. The period of time should
be sufficient for complete recovery of water levels, so that the measured ones
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Figure 5.4.10: A groundwater contour map with arrows indicating flow direc-
tions.

correspond to the regional water table (or piezometric surface). Public do-
main and commercial computer programs are available for drawing contour
maps by computers.

Forecasts of water levels by solving flow models (Sec. 5.4), analytically
or numerically, may also be represented in the form of contour maps. The
flow regime in an aquifer can be investigated by using contour maps in the
following ways:

(a) Assuming that the aquifer is isotropic, the direction of flow (of water and
pollutants carried with the water) at every point is perpendicular to the
equipotentials. An example is shown in Fig. 5.4.10. We shall explain below
why, in general, we draw only short arrows on a contour map to indicate
flow direction and not complete streamlines.

(b) For an isotropic aquifer, Tx = Ty = T, the rate of flow Q′ is given by
Q′ = −T∇h ≡ TJ , Q′

n = TJn. The gradient vector, J , and its direction
(normal to the equipotential) can be determined from the map, as shown
in Fig. 5.4.10, using Jn = Δh/Δn, where n is measured normal to the
contours. In a phreatic aquifer, we make use the Dupuit assumption and
the Dupuit-Forchheimer discharge formula (4.5.14) for determining Q′.
In this case, information on the elevations of the impervious bottom of
the aquifer is also needed.

(c) In an anisotropic aquifer, with principal directions x and y, i.e., Tx �= Ty,
the flow is no more perpendicular to the equipotentials. The discharge, Q′

is calculated from Q′
i = TiJi, i = x, y, with Jx = Δh/Δx,Jy = Δh/Δy

that can be read from the map.
(d) We can use two superimposed contour maps of an aquifer at two different

times to draw a map of water table changes. Given aquifer storativity, this
information is used to determine changes in the volume of water stored
in the aquifer during the time interval between the dates for which the
two maps were drawn.
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In Sec. 3.9, we have shown how the above results are used for setting up a
regional water balance. By analyzing the pattern of equipotentials, one learns
about the general features of the flow pattern in a given aquifer, as shown by
the following examples.

(a) In the absence of sources and sinks, and under steady state flow condition,
a contour map cannot show a minimum and/or a maximum anywhere in-
side a flow domain. These may occur only along the boundaries of the
domain. If a minimum in water levels, indicated by a closed contour curve,
does occur in a flow domain, this means that a sink (e.g., due to intensive
pumping, a spring, or marshland losing water by evapotranspiration) oc-
curs in that area (Fig. 5.4.11a). Similarly a maximum (also indicated by
a closed contour) indicates a zone of recharge (Fig. 5.4.11b), both natural
and artificial. One should note that sources and sinks are not only those
that are visible at ground surface (e.g., pumping, natural and artificial
replenishment, springs), but may include hidden underground ones, such
as a zone of leakage into or out of an aquifer from underlying or overly-
ing aquifers through semipervious strata, fissures, or local direct contact
with an adjacent aquifer. In unsteady flow, maxima and minima may
(temporarily) exist inside a flow domain. In this case the interpretation
is different, namely, that water is taken out of storage in the aquifer (say
in the case of a decaying mound, following a period of artificial recharge),
or added to it (as where an area of depression in the water table is being
filled up once pumping has stopped).

(b) Contours can indicate river-aquifer relationships (Figs. 5.4.11c and d).
Note that the streams in Figs. 5.4.11c and d are not equipotentials.

(c) Gradients may increase (Fig. 5.4.11e) or decrease in the direction of flow.
In the absence of sources or sinks, this is caused by either a reduction in
aquifer thickness and/or its hydraulic conductivity. (See discussion below
on flow nets.)

(d) Impervious zones or lines (e.g. faults) force the flow to change direction.
These obstacles may not be visible at ground surface, but they are indi-
cated by studying the contour map (Fig. 5.4.11f).

(e) Zones of very high transmissivity may behave practically as equipoten-
tial (or nearly so) open water bodies (Fig. 5.4.11g). Old buried rivers
may produce in their vicinity flow patterns similar to those shown in
Fig. 5.4.11c and d, although no stream is visible at ground surface.

(f) Different water levels may occur across an impervious fault (Fig. 5.4.11h).
One should remember that an impervious boundary is also a streamline.
If a fault zone is semipervious, water may flow through it, indicating a
local loss of head across the fault.

(g) A groundwater divide is a curve in the horizontal plane that separates the
flow domain into subdomains, such that all groundwater from a subdo-
main will eventually drain out through a separate outlet (a lake, spring,
river, etc.). Figure 5.4.11i shows a segment of a groundwater divide. This
is an important feature in pollution studies, as a spring, a lake, or a river
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can only be polluted by polluted groundwater originating in the subdo-
main drained into it. It is of interest to note that unlike a topographic
water divide, the groundwater one may shift with time. It can be made
to shift by controlling groundwater levels.

An important conclusion from the above examples (and this is by no means
a complete list of the possible special features observed on contour maps) is
that serious mistakes in a hydrologic map may be made if contours are con-
structed by mechanical interpolation of observed water levels only, without
taking into account all available geological information on faults, variations
in aquifer thickness and hydraulic conductivity, depth of water table below
ground surface (which may indicate area of groundwater loss in the form of
a spring, or evapotranspiration from marshes, or from a water table which
is very close to ground surface), etc. We have already mentioned above that
another source of errors is the mixing of data on water levels observed at
wells tapping different aquifers.

B. Flow nets

In two-dimensional flow, a streamline is a curve that is everywhere tangent to
the specific discharge vector, q. Thus, a streamline indicates the direction of
flow at every point along it. A stream-tube is formed by adjacent streamlines.
Since, by definition, no flow can cross a streamline, the flow rate along a
stream-tube is constant. This statement is true provided the flow is steady
(i.e., no water is taken out of, or added to storage) and no distributed sources
and sinks exist in the flow domain. Point sources and sinks (e.g., wells) may
exist, but they can be excluded from the flow domain, leaving the latter with
no sources and sinks. By the above definition, the equation of a streamline is

q× ds = 0, (5.4.74)

where × denotes a cross product and ds is an element of length along the
streamline (Fig. 5.4.12a). In Cartesian coordinates, (5.4.74) is equivalent to

qydx− qxdy = 0,
qx
dx

=
qy
dy

. (5.4.75)

We now define a function Ψ = Ψ(x, y), which is a constant along a streamline
(see below). Hence, along a streamline

dΨ ≡ ∂Ψ

∂x
dx+

∂Ψ

∂y
dy = 0. (5.4.76)

In fact, the function Ψ = Ψ(x, y) is a solution of (5.4.75); it describes the
geometry (in steady flow) of the streamlines. For the condition in (5.4.75) to
be an exact differential of some function Ψ(x, y), it is required that ∂qx/∂x+
∂qy/∂y = 0; this is nothing but the mass balance equation, (5.1.8), for a
constant ρ.
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Figure 5.4.12: Streamlines and specific discharge in plane flow.

By comparing (5.4.75) and (5.4.76), we find that

qx = −∂Ψ
∂y

, qy = −∂Ψ
∂x

. (5.4.77)

The function Ψ is called a stream function (dims. L2/T), or Lagrange stream
function. The physical interpretation of the generating function Ψ (as, ac-
cording to (5.4.77) it can be used to generate the specific discharge), may be
obtained by considering the integral of Ψ between two points, say P and Q
in Fig. 5.4.12b.

Before determining the value of this integral, let us consider the two inte-
grals

∫ Q

P

ρq · n ds = mass flow rate across C1,

∫ P

Q

ρq · n ds = mass flow rate across C2, (5.4.78)

where n is unit normal as shown in Fig. 5.4.12b. If the fluid and medium are
incompressible (i.e., steady flow) and no sources and sinks are present within
the area bounded by the curves C1, and C2, the mass of fluid in the area
bounded by these curves remains constant and, therefore,

∫ Q

P

ρq · n ds|along C1 +
∫ P

Q

ρq · n ds|along C2 = 0. (5.4.79)

From the above, it follows that

∫ Q

P

ρq · n ds|along C1 =
∫ Q

P

ρq · n ds|along C2 , (5.4.80)
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i.e. the result is independent of the curve between points P and Q on the
two streamlines selected as the path of integration. Since the differential of
ΨP − ΨQ (≡ Ψ2 − Ψ1) depends only on the endpoints of the integration, we
obtain

∫ ΨP

ΨQ

dΨ = ΨP − ΨQ (≡ Ψ2 − Ψ1). (5.4.81)

On the other hand, the total flow through the stream-tube is given by

QQP =
∫ P

Q

q · n ds =
∫ P

Q

(qx dy − qy dx) =
∫ P

Q

(

−∂Ψ
∂y

dy − ∂Ψ

∂x
dx

)

= −
∫ P

Q

dΨ = ΨQ − ΨP . (5.4.82)

Hence, the total discharge (in terms of volume per unit width normal to the
xy-plane, per unit time) between two streamlines is equal to the difference
in the values of the stream function corresponding to these lines. Note that
according to our sign convention here (where ∇Ψ is obtained from ∇h by
a counterclockwise rotation), ΨP > ΨQ. If points Q and P are on the same
streamline, QQP = 0, dΨ = 0, and Ψ = constant. We must emphasize again
that this discussion is valid for an incompressible fluid and in the absence of
sources and sinks.

For an isotropic domain, we have the Cauchy-Riemann conditions

qx = −K
∂h

∂x
= −∂Ψ

∂y
, qy = −K

∂h

∂y
= −∂Ψ

∂x
. (5.4.83)

Hence. by multiplying the two equations, we obtain

∂h

∂x

∂Ψ

∂x
+
∂h

∂y

∂Ψ

∂y
≡ ∇′h · ∇′Ψ = 0, (5.4.84)

that is, the family of equipotentials, h = constant, is perpendicular every-
where to the family of streamlines, Ψ = constant. The two families of curves
are not orthogonal to each other when the medium is anisotropic.

Finally, it can be shown (Bear, 1972, p. 230), that Ψ satisfies the following
partial differential equation:

• For a homogeneous isotropic medium

∇2Ψ(x, y) = 0, ∇2 ≡ ∂2

∂x2
+

∂2

∂y2
, (5.4.85)

which is the Laplace equation (in terms of Ψ). This equation, in terms of
h(x, y, z), has already been presented as (5.1.81).

• For a homogeneous anisotropic medium, where K is a tensor, with principal
directions x and y,
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Figure 5.4.13: Flow net.

Kx
∂2Ψ

∂x2
+ Ky

∂2Ψ

∂y2
= 0. (5.4.86)

• For a nonhomogeneous, isotropic medium

K∇2Ψ −∇K · ∇Ψ = 0. (5.4.87)

• For a nonhomogeneous anisotropic medium (x, y principal directions)

Kx
∂2Ψ

∂x2
+ Ky

∂2Ψ

∂y2
− Kx

Ky

∂Ky
∂x

∂Ψ

∂x
− Ky

Kx

∂Kx
∂y

∂Ψ

∂y
= 0. (5.4.88)

These equations, with appropriate boundary and initial conditions on Ψ ,
can be used to determine Ψ = Ψ(x, y) in the given domain. Of special interest
is (5.4.85), which is the same as the Laplace equation (5.1.9), satisfied by
h = h(x, y) in steady flow in an isotropic homogeneous domain, in the absence
of distributed sources and sinks. In two-dimensional plane flow, a plot of the
two families of curves: equipotentials h = h(x, y) = const. and streamlines
Ψ = Ψ(x, y) = const., is called a flow net. In an isotropic domain, the two
families are orthogonal to each other.

The use of Ψ is of practical value only in steady flow and in the absence
of distributed sources and sinks within the flow domain. This, in fact, is the
reason for not plotting streamlines on hydrological maps. Figure 5.4.13 shows
a portion of a flow net in a homogeneous isotropic medium. It is customary
to draw the flow net such that the difference Δh between any two adja-
cent equipotentials is constant. The same is true for ΔΨ between adjacent
streamlines. For each stream-tube, we have

ΔQ′ = KΔn1
Δh

Δs1
= KΔn2

Δh

Δs2
, (5.4.89)
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where Q′ is the discharge per unit horizontal width, per unit thickness of
aquifer. We may replace K by the transmissivity T and then Q′ is the flow
through the entire thickness of the aquifer. From (5.4.89) we obtain

Δn1

Δs1
=

Δn2

Δs2
, (5.4.90)

i.e., in a homogeneous medium, the ratio Δn/Δs must remain constant
throughout the flow net.

For an inhomogeneous medium

K1Δn1
Δh

Δs1
= K2Δn2

Δh

Δs2
, K1

Δn1

Δs1
= Ks

Δn2

Δs2
, (5.4.91)

i.e., the ratio Δn/Δs varies. When streamlines are approximately parallel
(Δn1 ≈ Δn2), we have (K1/K2) ∼= (Δh/Δs2)/(Δh/Δs1), that is, the hy-
draulic conductivity is inversely proportional to the hydraulic gradient; con-
tours will be closely spaced in regions of low hydraulic conductivity.

It is convenient to draw the flow net for a homogeneous isotropic medium
so that approximate curvilinear squares are formed (Fig. 5.4.13b). For such
caseΔs = Δn, andQ′ = KΔh. In certain cases, however, it is more convenient
to draw the flow net such that we have m stream-tubes, each carrying the
same discharge ΔQ′ = Q′

total/m, with n equal drops in piezometric head,
Δh = (hmax − hmin)/n. Then

Q′
total = mΔQ′ = mKΔn

Δh

Δs
= mKΔn

hmax − hmin

nΔs
=

m

n

Δn

Δs
K(hmax−hmin).

(5.4.92)

5.5 Land Subsidence

Land subsidence is the settling of ground surface over large areas, due to the
compaction of certain subsurface materials, primarily clay layers or lenses,
usually as a consequence of pumping from underlying aquifers. The term
consolidation is used for the same phenomenon, when it occurs over relatively
small areas, especially as a result of loading ground surface, e.g., by new
structures. In this section, we shall focus on land subsidence produced by
pumping, as this is the subject that interests hydrogeologists. In addition to
downward settling of ground surface, horizontal displacement may also occur.

It is important to emphasize that significant land subsidence does not
always occur directly on top of overpumped aquifers. It occurs when a large
amount of groundwater is squeezed out of fine-grained sediments, like clay;
the pumping itself may take place some distance away.

The basic cause for subsidence has already been discussed in Subs. 5.1.3.
We have shown there that pumping produces a reduction in water pressure
and, therefore, simultaneously, an increase in the effective stress in the solid
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matrix. This increase produces compaction that manifests itself as consolida-
tion or land subsidence. The degree and rate of (vertical) consolidation and
horizontal displacement depend on the stress-strain relationship of the solid
matrix comprising the aquifer.

There exist many examples of subsidence over large areas as a result of
pumping groundwater (Poland, 1984). Perhaps, the most spectacular one in
an urban area is in Mexico City, where almost the entire metropolitan area
has subsided more than 3 m (with up to 8 m at some locations). As a result
of excessive withdrawal of groundwater for irrigation, the San Joaquin Valley
in California has experienced subsidence at a rapid rate of 30–40 cm per year,
reaching a total subsidence of 9 m at some locations. Another famous place
is Venice, Italy, where all pumping has recently been stopped in an effort
to prevent further land subsidence. Significant subsidence has occurred also
in the Taipei Basin, Tokyo, the Texas Gulf Coast, London, and Bangkok.
In almost all these cases, the aquifers (or a sequence of confined aquifers
separated from each other) contains clay strata.

In general, two main approaches exist for the analysis of both consolidation
and land subsidence.

• The approach introduced by Biot (1941) (see also Detournay and Cheng,
1993) which regards consolidation as an elasticity problem with interact-
ing pore fluid. Stress, strain, and fluid flow are considered in a three-
dimensional and time-dependent setting. The considered physical phe-
nomena include the pore pressure change induced by skeleton deforma-
tion, the (Darcy’s) flow produced by pressure gradient, the effective stress
on the skeleton produced by the modified pore pressure, and the three-
dimensional strain compatibility of elastic materials. A simultaneous so-
lution is sought for two sets of dependent variables: pressure in the water
and displacements of the solid.

• A generalization of Terzaghi’s (1923) theory (Subs. 5.1.3) to include three-
dimensional dissipation of water pressure, without considering the state of
strain compatibility in the solid skeleton at the same time. The redistri-
bution of total stress and its effect on water pressure is ignored when the
latter is solved from a single PDE in terms of pressure only. Once the
pressure distribution is known, effective stress, accompanying strain and
vertical settlement, can be determined.

In the practice of geotechnical engineering, the second approach is com-
monly employed for determining consolidation; it is considered a fair approx-
imation of the corresponding Biot solution. Hydrogeologists use the same
geotechnical engineering approach in developing the concept of specific stora-
tivity (Subs. 5.1.3) and for dealing with deformable porous media.

Basically, consolidation is a three-dimensional phenomenon. De Josselin de
Jong (1963), Verruijt (1969, 1995), Gambolati et al. (1973, 1974), Bear (1972,
p. 208), among others, presented theories and examples of three-dimensional
consolidation. On the other hand, as will be shown below, land subsidence can
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be visualized and approximated as two-dimensional in the horizontal plane.
Bear and Corapcioglu (1981a, b) presented a regional, two-dimensional model
of land subsidence with horizontal displacement due only to pumping. Parts
of their presentation will be followed below.

Actually, in most consolidation analyses carried out in soil mechanics, it
is assumed that both flow and soil deformation occur mainly in the vertical
direction, ignoring lateral deformation. The problem then reduces to one-
dimensional consolidation in the vertical direction. In such case, the two
approaches coincide. The subject of consolidation is discussed in standard
texts on soil mechanics (e.g., Terzaghi, 1943; Scott, 1963; Harr, 1966). Of
special interest should be the Proceedings of the UNESCO/IAHS Symposium
on Land Subsidence (Tison, 1969; Rodda, 1976; Johnson et al., 1984; Johnson,
1991; Barends et al., 1995; and Poland, 1984).

Like water levels and solute concentrations, land subsidence is part of
the aquifers response to pumping. Maximum permissible land subsidence
may serve as a constraint in groundwater management. Therefore, whenever
appreciable subsidence is anticipated, modeling of subsidence is called for. In
the discussion here, we shall follow the second approach, which is, usually,
sufficient for predicting land subsidence due to large scale pumping.

5.5.1 Integrated water mass balance equation

Our objective is to construct a model that describes land subsidence, say, in
response to pumping from a confined aquifer of thickness B = B(x, y, t). We
start from (5.1.28) that expresses the mass balance for a compressible fluid
in a deformable porous medium in three dimensions,

∇·qr + ρgφβ
∂h∗

∂t
+
∂εsk

∂t
+ P (x, y, z, t) = 0, (5.5.1)

in which ρ(≡ ρf ) denotes fluid’s density, h∗ is Hubbert’s potential, defined
by (4.1.6), P (x, y, z, t) represents distributed pumping (as volume of water
extracted per unit volume of soil, per unit time).

To obtain a two-dimensional model, following the methodology presented
in Subs. 5.4.1, we integrate (5.5.1) over the thickness, B(x, y, t), obtaining

∫ b2(x,y,t)

b1(x,y,t)

(

∇·qr + ρgφβ
∂h∗

∂t
+
∂εsk

∂t
+ P

)

dz

= ∇′ ·Bq̃r + qr|F2 · ∇F2 − qr|F1 · ∇F1 +B
∂ε̃sk

∂t
+ ρ̃gφ̃βB

∂˜h∗

∂t

+ρ̃gφ̃β
(

h∗
∂B

∂t
+ h∗

∣

∣

F2

∂F2

∂t
− h∗

∣

∣

F1

∂F1

∂t

)

+B ˜P = 0, (5.5.2)

where Fi = Fi(x, y, z, t) = z − bi(x, y, t) = 0, i = 1, 2, describes the bottom
and top surfaces bounding the aquifer, the prime symbol over an operator
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indicates that the operator is in the xy-plane only, and we have made use of
the approximation

∫ b2

b1

ρgφβ
∂h∗

∂t
dz � ρ̃gφ̃β

∫ b2

b1

∂h∗

∂t
dz, ˜( ) =

1
B

∫ b2

b1

( ) dz. (5.5.3)

Obviously, all averaged terms are functions of x, y and possibly t.
For the impervious top and bottom bounding surfaces considered here, we

use the boundary condition (5.2.12), rewritten in the form

qr|F1 · ∇F1 = 0, qr|F2 · ∇F2 = 0. (5.5.4)

Adding the assumption that equipotentials are essentially vertical, i.e., h∗|F1 �
h∗|F2 = ˜h∗, equation (5.5.2) reduces to

∇′ · Bq̃r + B
∂ε̃sk

∂t
+ ρ̃gφ̃βB

∂˜h∗

∂t
+B(x, y, t) ˜P (x, y, t) = 0, (5.5.5)

where ˜P represents volume of water withdrawn from the aquifer per unit
horizontal area, per unit time, and Bq̃r = −B˜K · ∇′

˜h∗ represents integrated
horizontal flux.

We note that in (5.5.5)

∂˜h∗

∂t
� 1

ρ̃g

∂p̃

∂t
+
∂z̃

∂t
, ∇′

˜h∗ � +
1
ρ̃g
∇′p̃ +∇′z̃, (5.5.6)

in which z̃ = (b1 + b2)/2 is the elevation of the midpoint of the aquifer.
From (5.1.21) and (5.1.22), we obtain

B
˜∂εsk

∂t
= B ˜∇·Vs = ∇′ · B˜V′

s + Vs

∣

∣

F2
· ∇F2 −Vs

∣

∣

F1
· ∇F1. (5.5.7)

Since the top and bottom surfaces of the aquifer are assumed to be material
surfaces with respect to the solid, following (5.2.9), we have on them

(Vs − u)
∣

∣

F1
· ∇F1 = 0, (Vs − u)

∣

∣

F2
· ∇F2 = 0. (5.5.8)

or, in view of (5.2.3)

Vs

∣

∣

F1
· ∇F1 = −∂F1

∂t
, Vs|F2 · ∇F2 = −∂F2

∂t
. (5.5.9)

Hence, (5.5.7) becomes

B
˜∂εsk

∂t
= ∇′ ·B˜V′

s −
∂(F2 − F1)

∂t
= ∇′ · B˜V′

s +
∂B

∂t
. (5.5.10)
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With the solid velocity, Vs, related to the displacement vector, w(≡ ws) by
(5.1.14), noting the approximation included in this equation, we obtain

B˜V′
s =

∫

(B)

V′
s dz −

∫

(B)

∂w
∂t

dz =
∂

∂t
(B˜w′) + ˜w′|F2

∂F2

∂t
−˜w′|F1

∂F1

∂t

= B
∂˜w′

∂t
+
(

˜w′ ∂B
∂t

+ w′|F2

∂F2

∂t
−w′|F1

∂F1

∂t

)

. (5.5.11)

At this point, we need information on w′|F2 and w′|F1 , which are the dis-
placement boundary conditions on F1 and F2, respectively. This information
is not available. We circumvent this difficulty by introducing the simplifying
assumption that the horizontal displacement is constant along the vertical,
i.e.,

w′|F2 = w′|F1 = ˜w′. (5.5.12)

Then,

B
∂ε̃sk

∂t
= ∇′ · B∂˜w′

∂t
+
∂B

∂t
. (5.5.13)

Following Verruijt (1969), we now express the specific discharge and the piezo-
metric head as a sum of initial steady state values and deviations that express
excess above the latter. By averaging these expressions, we obtain

˜h∗(x, y, t) = ˜h∗o(x, y) + ˜h∗e(x, y, t),
˜q′
r(x, y, t) = ˜q′

r
o(x, y) +˜q′

r
e(x, y, t),

˜P (x, y, t) = ˜P o(x, y) + ˜P e(x, y, t). (5.5.14)

In terms of these variables, the averaged mass balance equation (5.5.5) is
separated into two equations: a steady state mass balance equation

∇′ ·B˜q′
r
o + ˜P o = 0, (5.5.15)

and an unsteady one

∇′ ·B˜q′
r
e +∇′ ·

(

B
∂˜w′

∂t

)

+
∂B

∂t
+ ρ̃gφ̃βB

∂˜h∗e

∂t
+ B˜P e = 0. (5.5.16)

The last equation can be linearized by introducing

B(x, y, t) = b2(x, y, t)− b1(x, y, t)
= (bo2(x, y) + wz |F2)− (bo1(x, y) + wz |F1) = Bo(x, y) +Δz ,

Δz = wz |F2 − wz |F1 � Bo. (5.5.17)

We note that Δz, denoting compaction, is positive in the +z-direction. Ne-
glecting the effect of compaction on permeability, this approximation also
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leads to the flux equation

B˜q′
r
e = −Bo˜K′ · ∇′

˜h∗e. (5.5.18)

Altogether, by substituting (5.5.18) in (5.5.16), we obtain a single equation in
the variables ˜h∗e, B, and ˜w′. Our next step is to make use of the equilibrium
equation.

5.5.2 Integrated equilibrium equation

The total stress tensor, σ, at a point within an aquifer, satisfies the equilib-
rium equation (5.1.33), rewritten here for convenience in the form

∇ · σ + ρF = 0, (5.5.19)

where we have omitted the average symbol; the body force acting on the
porous medium, ρF, defined in (5.1.33), is assumed to remain unchanged by
the compaction of the porous medium, i.e., (ρF)e = 0, where the superscript
e denotes the increment. In (5.5.19), as in (5.1.33), ρ = φρf + (1 − φ)ρs,
represents the combined density of fluid and solid matrix.

We start from (5.1.58), which involves the incremental effective stress and
effective pressure. We repeat it here for convenience as

∇ · σ′
s
e −∇pe = 0. (5.5.20)

Note that in this equation, p is positive for compression.
We then assume that the solid matrix comprising the aquifer behaves

like an isotropic and (for the relatively small displacements considered here)
perfectly elastic body, for which the stress-strain relationship (5.1.60) is valid.
By integrating (5.5.20) (see nomenclature in Fig. 5.1.2), we obtain

∫ b2

b1

(∇ · σse −∇pe
)

dz = ∇′ · B˜σ′
s
e + (σ′

s
e − peI)

∣

∣

F2
· ∇F2

−(σ′
s
e − peI)

∣

∣

F1
· ∇F1 −∇′B ˜pe = 0. (5.5.21)

We assume that the porous medium on both sides of a boundary surface, say
the upper one, F2 = 0, is deformable. On such boundary, we have to maintain
the condition of no-jump in the total stress, i.e.,

[[ σ ]]u,� · ∇F2 = 0, [[ σ′
s − pI ]]u,� · ∇F2 = 0, (5.5.22)

where u and �, respectively, denote the upper and lower sides. Following the
methodology introduced earlier, this condition leads to an analogous condi-
tion related to the incremental effective stress and pressure,

[[ σ′
s
e − peI ]]u,� · ∇F2 = 0. (5.5.23)
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When the excess stress and pressure in an aquifer are due only to pumping,
and not to changes in the overburden load, say, by excavation, the total
stress on the upper side of the boundary, σ

∣

∣

u
, remains unchanged. Hence,

from (5.5.22), we obtain

σ
∣

∣

u
· ∇F2 = σo

∣

∣

u
· ∇F2 =

(

σ′
s
o∣
∣

�
− po

∣

∣

�
I
) · ∇F2, (5.5.24)

and
σe
∣

∣

u
· ∇F2 =

(

σ′
s
e∣
∣

�
− pe

∣

∣

�
I
) · ∇F2 = 0. (5.5.25)

In view of the boundary conditions (5.5.25), equation (5.5.21) reduces to

∇′ · B ˜(σ′
s
e)−∇′B ˜pe = 0, (5.5.26)

in which averaged values are functions of x, y and t only.
Let us rewrite (5.5.26) in the form

∂

∂x
B ˜(σ′

s
e)xx +

∂

∂y
B ˜(σ′

s
e)xy −

∂

∂x
B ˜pe = 0, (5.5.27)

and two analogous equations in the y and z directions (Bear and Bachmat,
1990, p. 509). We then express the averaged excess effective stress tensor in
terms of averaged displacements, making use of (5.1.21) and (5.1.60), and the
assumption expressed by (5.5.12). We obtain

ε̃sk = ε̃xx + ε̃yy + ε̃zz

=
∂w̃x
∂x

+
∂w̃y
∂y

+
∂w̃z
∂z

=
∂w̃x
∂x

+
∂w̃y
∂y

+
Δz

B
, (5.5.28)

˜(σ′e
s)xx = λ′′s ε̃sk + 2μ′

s
˜(εsk)xx

= (λ′′s + 2μ′
s)
∂w̃x
∂x

+ λ′′s

(

∂w̃y
∂y

+
Δz

B

)

, (5.5.29)

and additional analogous equations for ˜(σ′
s
e)yy,

˜(σ′
s
e)xy = ˜(σ′

s
e)yx,

˜(σ′
s
e)zx =

˜(σ′
s
e)xz,

˜(σ′
s
e)yz = ˜(σ′

s
e)zy, and ˜(σ′

s
e)zz. For example (Bear and Bachmat,

1990, p. 510), we obtain the linearized equation

˜(σ′
s
e)zz = λ′′s ε̃sk + 2μ′

s

∂w̃z
∂z

= λ′′s

(

∂w̃x
∂x

+
∂w̃y
∂y

)

+ (λ′′s + 2μ′
s)
Δz

B
. (5.5.30)

By inserting these expressions into (5.5.27) and the additional, not shown,
equations, and making use of (5.5.12), we obtain three equations in the four
averaged variables ˜pe, w̃x, w̃y , and w̃z , all functions of x, y and t only,

∂

∂x

{

B

[

(λ′′s + 2μ′
s)
∂w̃x
∂x

+ λ′′s

(

∂w̃y
∂y

+
Δz

B

)]}
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+
∂

∂y

[

Bμ′
s

(

∂w̃x
∂y

+
∂w̃y
∂x

)]

− ∂

∂x
B ˜pe = 0, (5.5.31)

∂

∂x

[

Bμ′
s

(

∂w̃y
∂x

+
∂w̃x
∂y

)]

+
∂

∂y

{

B

[

λ′′s
∂w̃x
∂x

+(λ′′s + 2μ′
s)
∂w̃y
∂y

+ λ′′s
Δz

B

]}

− ∂

∂y
B ˜pe = 0, (5.5.32)

∂

∂x

[

Bμ′
s

∂w̃z
∂x

+ μ′
s

(

w̃z + wz
∣

∣

F2

∂F2

∂x
− wz

∣

∣

F1

∂F1

∂x

)]

+
∂

∂y

[

Bμ′
s

∂w̃z
∂y

+μ′
s

(

w̃z + wz

∣

∣

∣

∣

F2

∂F2

∂y
− wz

∣

∣

∣

∣

F1

∂F1

∂y

)

]

= 0. (5.5.33)

For constant λ′′s and μ′
s, and with

B(x, y, t) = Bo(x, y) +Δz(x, y, t), Δz � Bo, (5.5.34)

we obtain the linearized forms of (5.5.31) and (5.5.32)

μ′
s∇′2w̃x + (λ′′s + μ′

s)
(

∂w̃x
∂x

+
∂w̃y
∂y

)

+ λ′′s
∂(Δz/B

o)
∂x

− ∂ ˜pe

∂x
= 0, (5.5.35)

μ′
s∇′2w̃y + (λ′′s + μ′

s)
(

∂w̃x
∂x

+
∂w̃y
∂y

)

+ λ′′s
∂(Δz/B

o)
∂y

− ∂ ˜pe

∂y
= 0. (5.5.36)

With the same linearization, and assuming |˜V′
s ·∇′B| � |∂B/∂t|, the second

and third terms in (5.5.16) reduce to Bo∂ε̃sk/∂t. Thus, we may approximate
the volume balance equation, (5.5.16), by (Bear and Bachmat, 1990, p. 511)

∇′ · Bo
˜K

(

1
ρ̃g
∇′
˜pe +∇′z

)

+Bo ∂ε̃sk

∂t
+ ˜φβBo ∂ ˜p

e

∂t
+Bo

˜P e = 0. (5.5.37)

In principle, (5.5.28), (5.5.33), (5.5.35), (5.5.36) and (5.5.37) are five equa-
tions in the variables ˜pe, w̃x, w̃y, Δz and ε̃sk. However, in (5.5.33) we still have
the terms

wz
∣

∣

F1
, and wz

∣

∣

F2
, with Δz ≡ wz

∣

∣

F2
− wz

∣

∣

F1
, and B = Bo +Δz ,

which are actually conditions on the surfaces F1 = 0 and F2 = 0, for which
we have no information. In fact, in most subsidence problems, the land sub-
sidence, as expressed by wz

∣

∣

F2
is the very state variable for which a solution

is sought.
At this point we may continue by introducing certain simplifying assump-

tions, as a substitute for the missing information. For example, we may as-
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sume that the bottom of the aquifer is fixed, i.e., wz
∣

∣

F1
= 0 and that wz

varies linearly with elevation, i.e., w̃z = 1
2wz

∣

∣

F2
= Δz/2, where −Δz denotes

land subsidence (positive downward). We then end up with equations for
w̃x, w̃y , Δz and ˜pe. In this way, we have achieved our goal of determining the
land subsidence Δz(x, y, t). In fact, we have solved, simultaneously, for the
horizontal displacement, w̃x, as well as for the pressure in the aquifer, ˜pe.

Verruijt (l969, p. 347) suggested an approach based on the assumption
that consolidation occurs under conditions of planar incremental total stress,

σezz = 0, σexz = σezx = 0, σeyz = σezy = 0. (5.5.38)

This is a consequence of the assumption that displacements occur in the
vertical direction only, i.e., wz �= 0, wx = wy = 0, while the total stress
remains unchanged, i.e., σ ≡ σo and σe = 0. This assumption is justified
when the aquifer is located between two soft confining layers (e.g., clay) which
cannot resist shear stress. Furthermore, this assumption also justifies (5.5.12),
since in a relatively thin aquifer, as implied by the planar stress assumption,
lateral deformation is, more or less, uniform throughout the relatively small
thickness of the layer.

From (5.5.38), it follows that the equilibrium equation (5.5.20) reduces to

∇′ · σ′
s
e −∇′pe = 0, (5.5.39)

with the boundary condition (5.5.25), and a similar one for F1 = 0, also
written in the xy-coordinates only.

Following the integration procedure, which led above to (5.5.27) and to
analogous equations in y and z, we now obtain only (5.5.27) and an analogous
equations in y; the z-equation has been eliminated.

Accordingly, we now have to solve (5.5.16), or any equivalent form of it,
(5.5.35) and (5.5.36), for ˜pe, w̃x, w̃y and Δz. The required fourth equation is
now obtained from the first condition in (5.5.38), which leads to

(σ′
s
e)zz = pe. (5.5.40)

From (5.5.30) and (5.5.40), we now obtain

˜pe = λ′′s

(

∂w̃x
∂x

+
∂w̃y
∂y

)

+ (λ′′s + 2μ′
s)
Δz

B

= λ′′s ε̃sk + 2μ′
s

Δz

B
. (5.5.41)

This completes the formulation of the mathematical model for land subsi-
dence. Usually we assume that wz

∣

∣

F1
= 0, and that −Δz = −wz

∣

∣

F2
expresses

land subsidence.
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5.5.3 Terzaghi-Jacob vs. Biot approaches

By differentiating (5.5.35) with respect to x, equation (5.5.36) with respect
to y, linearizing both equations and then adding them, assuming constant
λ′′s , μ′

s, and Bo, we obtain

∇′2{(λ′′s + 2μ′
s)∇′ ·˜w′ + λ′′s

Δz

Bo
− ˜pe

}

= 0. (5.5.42)

Following Verruijt (1969), we integrate (5.5.42), obtaining

(λ′′s + 2μ′
s)∇′ ·˜w′ + λ′′s

Δz

Bo
= (λ′′s + 2μ′

s)ε̃sk − 2μ′
s

Δz

Bo

= ˜pe +Π ′(x, y, t), (5.5.43)

where Π ′ satisfies
∇2Π ′ = 0, for every t.

The case Π ′ = 0, is presented after (5.1.69).
By comparing (5.5.43) with (5.5.41), obtained by introducing the planar

stress assumption, we find that

Π ′ = 2μ′
s

(

∇′ ·˜w′ − Δz

Bo

)

� 2μ′
s

(

ε̃sk − 2
Δz

Bo

)

, (5.5.44)

where ε̃sk is defined by (5.5.28).
If we assume ˜P e = 0, and no horizontal displacement, i.e., ˜w′ ≡ 0, equation

(5.5.16) reduces to

∇′ ·B˜q′
r
e +

∂B

∂t
+ ρ̃g˜φβB

∂˜h∗

∂t
= 0, (5.5.45)

where B = Bo +Δz . Under the same conditions, (5.5.41) reduces to

˜pe = (λ′′s + 2μ′
s)
Δz

B
. (5.5.46)

Together, (5.5.45) and (5.5.46) can now be solved for ˜pe and Δz .
By combining the two equations, and assuming Δz � B, we obtain

∇′ ·B˜q′
r
e +B

(

1
λ′′s + 2μ′

s

+ ˜φβ

)

∂ ˜pe

∂t
= 0. (5.5.47)

By comparing (5.5.47) with (5.1.71), we may conclude that we could have
obtained the last equation by assuming, from the onset, that only vertical
compressibility prevails, with a coefficient of vertical compressibility



Land Subsidence 247

α =
1

λ′′s + 2μ′
s

(5.5.48)

as in (5.1.71). Furthermore, by comparing (5.5.44), with ˜w′ = 0, with (5.5.41),
obtained by assuming (i) planar stress, and (ii) no horizontal displacement,
we obtain

Π ′ = −2μ′
s

Δz

B
. (5.5.49)

It is of interest to return at this point to the end of Subs. 5.1.3, where a
comparison is made between the Terzaghi-Jacob and the Biot approaches.

5.5.4 Land subsidence produced by pumping

As an example for the use of the land subsidence model developed above, con-
sider the case of land subsidence presented by Bear and Corapcioglu (1981b).
In this example, both vertical and horizontal displacements, produced by
pumping from a single well in a homogeneous confined or phreatic aquifer,
are considered.

With ˜P e denoting the constant pumping rate from a well of radius rw
in a confined aquifer, a land subsidence model is constructed in terms of
the four variables: δ(r, t)(≡ Δz), w̃r(r, t), − ˜pe, and ˜εe, denoting (vertical)
subsidence, horizontal displacement, pressure drop, and strain, or volume
dilatation, respectively.

Based on certain simplifying assumptions, e.g., ∂B/∂r � B/r, and
(1/Δz)∂Δz/∂t � (1/B)∂B/∂t, the Bear and Corapcioglu (1981b) land sub-
sidence model is composed of the following four equations:

• (Linearized) mass balance equation:

−1
r

∂

∂r

(

r
˜ko

˜μo
∂ ˜pe

∂r

)

+
∂ε̃

∂t
+˜φoβ

∂ ˜pe

∂t
= 0. (5.5.50)

• Definition of dilatation, averaged over the vertical:

˜εe =
∂w̃r
∂t

+
w̃r
r

+
Δz

Bo
. (5.5.51)

• A combination of averaged (= integrated over the vertical) equi-
librium equation, combined with the constitutive equations:

(

2μ′
s + λ′′s

)

˜εe − 2μ′
s

Δz

Bo
= ˜pe + 2g(t), (5.5.52)

where g(t) is an arbitrary function of t.
• Averaged constitutive relation, combined with the assumption

of plane incremental total stress, suggested by Verruijt (1969):
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˜pe = 2μ′
s

Δz

Bo
+ λ′′s ˜εe. (5.5.53)

These four equations, in the variables: ˜pe, ˜εe, w̃r, and Δz, are solved for
the boundary and initial conditions,

t ≤ 0, r ≥ re, ˜pe, ˜εe, w̃r, Δz = 0

t > 0, r = rw,
∂ ˜pe

∂r
=

Qw˜μo

2πrwBo ˜ko

r = rw, w̃r = 0
r→∞, ˜pe, w̃r , ˜εe, Δz = 0. (5.5.54)

Subject to certain simplifying assumptions, the solutions derived by Bear and
Corapcioglu (1981b) for the excess pressure, expressed in terms of change in
piezometric head, is:

˜pe

˜ρog
= Δh = − Qw

4πT
W (u), u =

r2

4Cvt
=

Sr2

4Tt
, (5.5.55)

which is the usual equation describing drawdown in a confined aquifer, as a
result of pumping from a well (e.g., Bear, 1979, p. 321). In this equation, Cv(=
1/(μ′

s + λ′′s ) ≡ T/S) is a consolidation coefficient, T and S are the aquifer
transmissivity and storativity, respectively, and W (u) is the well function
of a confined aquifer (≡ the exponential integral, see (11.3.8)). The vertical
displacement is

δ(≡ −Δz) =
Qw

8πCv
W (u) = −S

2
Δh. (5.5.56)

This is half the value obtained by assuming that only vertical consolidation
takes place (Bear and Corapcioglu, 1981a). The horizontal displacement is

w̃r = − Qwr

16πCvBo

[

W (u) +
1− e−u

u

]

, (5.5.57)

with a maximum value at

r|wr ,max ≈ 1.1367(Cvt)1/2 = 1.1367(Tt/S)1/2. (5.5.58)

Figure 5.5.1 shows these results in graphical form.
In may be of interest to note that in the four-variables model presented

here, the integrated flow equation, equilibrium equation and constitutive re-
lationship are coupled. A simpler approach would be to solve for the pressure
drop, assuming no soil deformation, and then to estimate soil compaction,
or/and subsidence from

δ(x, y, t) =
∫

B

∂wz
∂z

dz =
∫

B

εsk(x, y, z, t) dz =
∫

B

˜pe

˜λ′′s + 2˜μ′
s

dz, (5.5.59)
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Figure 5.5.1: Land subsidence (δ) and horizontal displacement (w̃r) produced
by a single pumping well in a confined aquifer (Qw = 50 �/s, Cv = 6 × 103

cm2/s, T = 95 cm2/sec, Bo = 142 m). (a) Subsidence after 3 years of
pumping versus radial distance r; (b) Subsidence at 3 km from pumping well
versus time. (Dashed line: w̃r; Solid line: Δz(≡ −δ); Vertical dashed line
marks r|wr ,max = 8.54 km.

where B denotes the thickness of the considered layer, and we have made use
of (5.1.70) to express εsk in terms of the pressure ˜pe. The solution for ˜pe can
be obtained by solving (5.5.47), with φ ≈ φ̃.

Some researchers (e.g., Gambolati et al., 1973, 1974; Corapcioglu and Brut-
saert, 1977) have presented subsidence models that take into account the time
lag between measured changes in piezometric head and the observed resulting
compaction. This time lag is an indication that the purely elastic constitutive
relations is not appropriate for clay and silt lenses.



Chapter 6

UNSATURATED FLOW MODELS

The previous two chapters dealt with the modeling of groundwater flow in
aquifers, i.e., in the saturated zone. However, as emphasized on several occa-
sions already in Chaps. 1 and 2, certain flow processes, which take place in
the unsaturated zone, or zone of aeration (Fig. 2.2.1), are highly important
also from the regional point of view and should be incorporated in our mod-
eling considerations. The first example is the infiltration process. A phreatic
aquifer is replenished from above by water from various sources: precipita-
tion, irrigation, artificial recharge by surface spreading techniques, etc. In all
these cases, water moves downward, from ground surface to the water table,
through the unsaturated zone. The understanding of, and, consequently, the
ability to calculate and predict the movement of water in the unsaturated
zone is, therefore, essential when we wish to determine the replenishment of
a phreatic aquifer.

A second example is related to the contamination of groundwater from
sources at ground surface. Contaminants from such sources dissolve in water
applied to ground surface. The infiltrating water will then carry the dissolved
contaminants as it moves downward towards the water table. As contami-
nants travel downward with the infiltrating water, various phenomena, e.g.,
dispersion and adsorption, take place. These affect the concentration of pol-
lutants in the water, which, eventually, reaches the water table. The ability to
forecast the movement and accumulation of contaminants in the unsaturated
zone is required if we wish to clean the subsurface from these contaminants,
or to determine the rate at which they will reach the water table. However,
one cannot study the movement of contaminants carried by the water with-
out information on the movement of the water itself. In this chapter we shall
discuss the modeling of flow in unsaturated flow.

It is interesting to note (Bear et al., 1968; Narasimhan, 2005) that Buck-
ingham (1907) was probably the first to present a detailed analysis of unsat-
urated flow. He assumed that capillary attraction is a conservative force field,
and related water mass flow to the gradient of the capillary potential which
he implicitly assumed to depend on the underpressure of pure water. His def-
inition of pressure is equivalent to the instrumental pressure determined by a
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porous plate or cup (Subs. 6.1.5). Later, Richards (1931) and Childs (1936)
introduced the flux and the gradient of the capillary pressure.

With the background presented in Chaps. 4 and 5, we can, easily, present
the modeling of flow in the unsaturated zone in this chapter. The modeling
of contaminant transport in both the saturated and unsaturated zones will
be presented in Chap. 7.

More information on flow in the unsaturated zone can be found in many
reviews and books, e.g., Stallman (1967), Childs (1969), Swartzendruber
(1969), Philip (1970), Bear (1972, Chap. 9), Kirkham and Powers (1972),
Morel-Seytoux (1973), Kool et al. (1987), Wilson et al. (1994), Stephens
(1996), Parlange and Hopmans (1999), Tindall and Kunkel (1999), and Fed-
des et al. (2007). Information on field and laboratory measurement techniques
and instrumentation concerning the unsaturated zone, e.g., sampling tech-
niques, properties of the solid matrix and the phase or phases occupying the
void space, can be found in Dane and Topp (2002).

6.1 Statics of Fluids in Unsaturated Zone

6.1.1 Water content

In the unsaturated zone, the void space is partly filled by air (subscript a)
and partly by water (subscript w). Two variables may be used to define the
relative quantity of water at a certain time in the vicinity of a point in a
porous medium domain (i.e., in an REV for which this point is a centroid):

A. Volumetric fraction of an α-phase:

θα =
Volume of α-phase in REV

Bulk volume of REV
, α = w, a, 0 < θα ≤ φ, (6.1.1)

where φ denotes the porosity.

B. Saturation of an α-phase:

Sα =
Volume of α-phase in REV

Volume of void space in REV
, α = w, a, 0 < Sα ≤ 1, (6.1.2)

with the two definitions related to each other by

θw + θa = φ, Sα + Sa = 1. (6.1.3)

6.1.2 Surface tension

A liquid that partially fills a container forms a surface with any other immis-
cible fluid—a liquid or a gas—present in the same container. This ‘surface’
is actually a very thin zone of transition between the two phases. Close to
this surface, say, within a distance of a few molecules on either side of the
transition zone, the fluid’s properties differ significantly from those within the
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body of either fluid. To understand the reason for the difference in behavior,
we have to refer to what happens in the fluids at the molecular level.

Molecules of a fluid are attracted to each other by an attractive force.
As an example, let us focus on the interface between a liquid domain and
another domain occupied by the liquid’s vapor. Because a molecule in the
interior of the liquid body is surrounded by liquid molecules of the same
kind, having a similar mean spacing, it is attracted, on the average, equally
in all directions, and the resultant attractive force acting on it vanishes. The
same is true for a molecule in the interior of the vapor domain. However, the
situation changes as we approach the surface from either side. A molecule
belonging to the surface is subjected to a stronger resultant attractive force
towards the interior of the liquid body. As a consequence of the pull towards
the liquid’s interior, work must be performed in order to increase the surface
of the interface by bringing liquid molecules from the interior of the liquid
body to the interface. Left alone, the surface will tend to assume, sponta-
neously, the shape that corresponds to a state of minimum energy under the
prevailing conditions. Thus, the surface of the liquid always tends to con-
tract to the smallest area possible under the prevailing circumstances. The
same phenomenon takes place at the interface between a liquid and a gas, or
between any two immiscible liquids.

Because the molecules in the transition zone behave differently from those
in the interior of the respective fluids, we replace the transition zone, concep-
tually, or as an approximation, by a sharp interface that separates the two
fluids (Gibbs, 1906). The exact position of this surface within the transition
zone is arbitrary. Although molecules are continuously joining and leaving it,
its identity is retained as a distinct surface separating the two fluid phases.
Extensive quantities (e.g., heat or mass of a chemical species) may cross it.

In order to increase the area of the interface between two immiscible fluids,
molecules from the interior of the two fluid bodies must be brought into the
surface. This requires that work be done against the net cohesive force among
the molecules in the two fluids. On the other hand, energy is gained when
the area of an interface is reduced. The work required in order to increase
the surface of an interface by one unit area is called surface (or interfacial)
free energy.

The tendency of a surface to contract may be regarded as a manifestation
of the surface free energy. The molecules at the surface behave as if they
belong to a thin, skin-like elastic layer, or membrane, under tension, that
adjusts its geometry to attain the smallest possible surface area under the
prevailing conditions. Obviously, the ‘membrane’ is only a model of the be-
havior of the interfacial boundary surface, and no such membrane actually
exists. This property of interfaces causes a liquid droplet to assume a spher-
ical shape (which has the smallest surface area for a given volume), in the
absence of any other forces.

We have to be careful with the analogy to a ‘stretched membrane’. The
tension in the latter, generally, increases with increased surface area, whereas
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Figure 6.1.1: Interfacial tension.

the surface tension is independent of area. Furthermore, contrary to the case
of an interface, molecules are not added to a true membrane as it is being
stretched.

The interfacial free energy manifests itself as an interfacial tension (inside
the apparent ‘membrane’), measured as energy per unit area. For a pair of
fluid phases, α and β, the interfacial tension, γαβ , is defined as the amount of
work that must be performed in order to separate a unit area of phase α from
phase β, or, equivalently, to increase their interface by a unit area. For air (a)
and water (w) at 20◦C, γwa = 72.88 erg/cm2 (≡ 72.88×10−3 J/m2). Equiva-
lently, the interfacial tension can also be expressed as force per unit distance
along the membrane’s surface, i.e., γαβ = 72.88 dyne/cm (≡ 72.88 × 10−3

N/m). For comparison, for water and benzaldehyde the interfacial tension is
15.5 dyne/cm. The interfacial tension between an α-phase and its own vapor
is called surface tension, γα. Often, the term surface tension is also used
to indicate the interfacial tension associated with the interface between two
immiscible liquids, or between any liquid and a gas. Henceforth, we shall also
use the term ‘surface tension’ to indicate ‘interfacial tension’.

Surface tension depends on temperature; it decreases by approximately
5.5× 10−2 dyne/cm/◦C for a crude oil-water interface. It is strongly affected
by surface active agents (called surfactants), by gas in solution, and by pH
(Schowalter, 1979).

Figure 6.1.1a shows two immiscible fluids in contact with a plane solid
surface (S). The point M in the figure is the trace of the line (perpendicular
to the figure) along which the three phases are in contact with each other.
Due to the surface tension, three forces act at this line, each being directed
along the tangent to the interface between adjacent phases. The magnitude
of each force, per unit length of the contact line, is equal to the corresponding
interfacial tension: γSG, γSL, and γLG.

The angle θLG, called contact angle, or wetting angle, denotes the angle
between the solid surface and the fluid-fluid interface, measured through the
denser fluid. It depends on the properties of the two fluids, and expresses the
affinity of the fluids for the solid. At equilibrium,
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γLG cos θLG + γSL = γSG, or cos θLG =
γSG − γSL

γLG

. (6.1.4)

Equation (6.1.4), called Young’s , or Dupré equation, states that cos θLG is
the ratio of the work required to change a unit area of the S-G-interface into
a unit area of S-L-interface to the work required to form a unit area between
the L- and the G-phases.

Actually, Young’s equation considers only equilibrium of the force compo-
nents along the tangent to the solid surface. Requiring equilibrium of force
components also along the normal to the surface would mean that, in princi-
ple, we must have the situation shown in Fig. 6.1.1b. We note that the solid
surface is not planar, although the actual deviation from a plane may be very
small.

The fluid for which θLG < 90◦ (e.g., L in Fig. 6.1.1a), is said to wet the solid
and is called the wetting fluid. When θLG > 90◦, the fluid (G in Fig. 6.1.1a) is
called a nonwetting fluid. In any system similar to that shown in Fig. 6.1.1a,
it is possible to have either a L-fluid-wet, or a G-fluid-wet solid surface, de-
pending on the chemical composition of the two fluids and of the solid. In the
unsaturated (air-water) zone in the soil, water is, usually, the wetting phase,
while air is the nonwetting one. Sometimes, due to the heterogeneity of the
mineral composition of the solid matrix, we encounter fractional wettability,
defined as the fraction of the total surface area that is preferentially wet by
one of the phases (e.g., Anderson, 1987; Demond et al., 1994). This phe-
nomenon may strongly affect the transport of fluid phases, and of dissolved
chemical species.

Additives, called surfactants, or surface active agents, tend to accumulate
in the liquid close to and at the interface. We say that they ‘adsorb’ on the in-
terface. They reduce the interfacial tension, sometimes significantly, and may
alter the contact angle, mainly due to modifications of solid surface proper-
ties. The presence of surfactants, even in minute quantities, may significantly
change the capillary behavior of water in a soil.

Let us now focus on the interaction at the solid-fluid interface, in particular
between an aqueous solution and a non-reactive mineral solid.

Figure 6.1.2 shows, schematically, the magnitude of the forces of molec-
ular attraction between a solid and an adjacent wetting fluid. These forces
decrease rapidly with the distance from the solid surface. Various explana-
tions have been given for the resulting ‘adsorbed water’. One hypothesis is
that positively charged ions, which are surrounded by water molecules, are
attracted to the mineral surfaces, which, as is well known, are usually neg-
atively charged. Other forces that attract water molecules to a solid surface
are the van der Waals force, and interactions between the electric field pro-
duced by the solid and water dipoles. The result is a layer of water, perhaps
only a few molecules thick, with thermodynamic properties, such as density
and viscosity, which are different from those of the bulk water at the same
pressure and temperature. Low (1976) observed higher viscosity and higher
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Figure 6.1.2: Schematic diagram of adhesive fluid near a solid surface.

density at distances of up to 16 molecular layers from clay surfaces. The term
adhesive fluid is used to denote the fluid layer in which the above forces are
significant.

In two-phase flow, e.g., water and air in the unsaturated zone, molecular
forces prevent the complete drainage of the wetting fluid—water—from the
void space. A thin film of adsorbed wetting fluid will always remain on the
solid. As we shall see below, some wetting fluid may also remain in the void
space for other reasons.

As an illustration of the effect of surface tension, consider a soap (subscript
b) bubble of radius r, with gas (= air, subscript a) on both sides. Actually, in
a soap bubble, we have two interfaces: a soap-(internal) air interface, and a
soap-(external) air one. With γ (= 2γab) denoting the surface tension in the
film, measured as energy per unit area, the total energy in the film surface
is 4πr2γ. When the radius is increased by dr, the added energy will amount
to 8πrγdr. This increase in film area is produced by increasing the pressure
difference, Δp, say, by increasing the inner pressure, pin, more than the outer
one, pout. The added energy is due to the work of Δp. Thus,

Δp× (4πr2)× dr = 8πrγdr, or Δp =
2γ
r
. (6.1.5)

Since γ > 0, and r > 0, we must have Δp > 0, or pin > pout.
As in the soap bubble example presented above, a discontinuity in fluid

stress exists across a curved interface that separates any two immiscible flu-
ids (say, air and water). The jump in the normal stress, or pressure, is a
consequence of the interfacial tension which exists at every point of such an
interface. The difference between the pressure in the fluid that occupies the
concave side of an interface, pconcave, and the pressure that occupies the fluid
on the convex side of the interface, pconvex, is called capillary pressure, p′c,

p′c = pconcave − pconvex. (6.1.6)
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Figure 6.1.3: Force balance at a curved interface.

In this equation, the pressures are taken as the interface is approached within
the appropriate phase. We have used the prime symbol to indicate that p′c is
the capillary pressure at the microscopic level, i.e., at a point on the interface.

The magnitude of the pressure difference at a point on an interface depends
on the radius of curvature of the interface, as well as on the surface tension
at that point. The soap-bubble discussed above has a spherical surface.

Let us now consider the relationship for a general curved surface. Fig-
ure 6.1.3 shows an infinitesimal element of a curved interface between a w-
fluid, which occupies the convex side of the interface, and an n-fluid, which
occupies the concave side. The reason for choosing these symbols will become
clear below. The figure shows the various forces acting on this element. As-
suming the interfacial tension between these two fluids, γwn, to be constant,
a balance of force components normal to this element requires (Adamson,
1982) that at equilibrium

p′c = pn − pw = γwn

(

1
r′

+
1
r′′

)

=
2
r∗
γwn. (6.1.7)

In this expression, r′ and r′′ are the two principal radii of curvature of the
surface, with a radius considered positive when it lies within the n-fluid. The
radius r∗ denotes the mean radius of curvature, defined by 2/r∗ = 1/r′ +
1/r′′. Equation (6.1.7) is known as the Laplace, or Young-Laplace formula
for capillary pressure. Because γnw is positive when both radii are positive,
the pressure is greater in the n-fluid, for which the surface is convex.

When any two fluids are in contact with a solid, one of them will behave
like a wetting fluid with respect to the solid, while the other will behave as
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Figure 6.1.4: Two immiscible fluids in a capillary tube, with (a) capillary rise,
θ = 0◦, (b) capillary depression, θ = 180◦, and (c) capillary rise, θ �= 0◦.

a nonwetting one. The wetting fluid tends to be as close as possible to the
solid, while the nonwetting fluid tends to shy away from the solid.

An example of two fluids in a capillary tube is shown in Fig. 6.1.4. Simi-
larly, when two fluid phases occupy the void space, one will be identified as
the wetting fluid and the other will be the nonwetting one. The definition
of capillary pressure presented above still holds, but now we interpret the
subscripts w and n as ‘wetting’ and ’nonwetting’ fluids, respectively.

Bear and Bachmat (1990, p. 252) derive the Laplace formula by consid-
ering the boundary condition for momentum transfer across a microscopic
interphase boundary. They show that this condition reduces to the Laplace
formula when the two fluids are assumed stationary, or when the effects of
shear and spatial variations in surface tension (e.g., due to temperature vari-
ations) are neglected. For moving fluids, the Laplace equation expresses the
difference between the normal stresses on both sides of the interface.

In the general case of a wetting liquid, θLG �= 0◦, we have the situation
shown in Fig. 6.1.4c. If the capillary tube has a circular cross-section, with
a radius R that is not too large, the curved interface (= meniscus) will be
approximately in the shape of a hemisphere. In this case, r′ = r′′, and r∗

= R/ cos θLG. Then, in a small diameter circular tube, with an approximately
spherical meniscus, the pressure difference given by (6.1.7) can be written in
terms of the tube’s radius, R, in the form
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p′c =
2γwn cos θLG

R
. (6.1.8)

In a porous medium, one may visualize the narrow passage between grains
(often referred to as ‘pore throat’) as a capillary tube, with R representing
some equivalent radius of such passage (or a pore size).

6.1.3 Capillary pressure

In the previous section, we have discussed the behavior of an interface at the
microscopic level, i.e., at a point on the curved interface (= meniscus) between
two immiscible fluids within a pore. Equation (6.1.7) describes what happens
at a point on such an interface at equilibrium. It expresses a microscopic
relationship satisfied by the pressures within the two fluids as the interface is
approached from both sides. In the interior of each fluid, the pressure varies
from point to point according to whether the fluid is stationary or moving.
For example, if the fluid is stationary, the pressure in it varies hydrostatically.
At the microscopic level, the interface serves as a common boundary to the
two fluid domains.

In the macroscopic approach, however, the microscopic pressure does not
appear as a state variable. Instead, we need information only on the average
pressure within each of the two fluid phases. For this purpose, we define a
macroscopic capillary pressure, pc, as the difference in the average pressures,
viz.,

pc = pn
n − pw

w, (6.1.9)

in analogy to the definition of capillary pressure at the microscopic level.
Actually, we should derive (6.1.9) by averaging (6.1.7) over the microscopic
interface surface area, Swn, within an REV. Note the use of the averaging
symbol here. Later we shall drop its usage whenever it is obvious that we are
referring to averaged values.

In the unsaturated zone, the wetting fluid is water and the nonwetting one
is air. It is often assumed that the air is at a constant atmospheric pressure,
taken as zero datum, i.e., pnn = pa

a = 0. Then,

pc = −pww. (6.1.10)

Since pc > 0, except on a planar surface, the (average) gauge pressure, pww,
in the water present in the void space in the unsaturated soil, with gas at
atmospheric pressure, is always negative. Under such conditions, we often
introduce the definition of (macroscopic) capillary pressure head, ψ (dims.
L), also called (macroscopic) suction, or tension, or matric suction,

ψ = − pw
w

gρw
w . (6.1.11)
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Thus, when the pressure in the water is negative, suction is positive. In fact,
this is the reason for introducing suction as a variable, rather than working
with water pressure, or pressure head. Note that ψ should be employed only
when the (macroscopic) water density, ρww, is constant.

In soil science, the unit pF is defined as the logarithm of the negative
pressure head in the water, measured in cm. Thus, pF = 1 means a suction
of 10 cm, while pF = 4 indicates a suction of 104 cm (of water).

Although introduced here for the case pa
a = 0, the same definition is

sometimes extended to cases where paa �= 0, viz.,

ψ =
pa
a − pw

w

gρw
w =

pc
gρw

w . (6.1.12)

The symbol hc is often used interchangeably with ψ. There is no advantage
in using the concept of suction (rather than capillary pressure head) when
pa
a �= 0. Note that the definition for ψ is not pa/ρag − pw/ρwg, i.e., it is

not defined as the difference between the pressure heads in air and in water.
Instead, in (6.1.12), we have used the density of water as a reference density
for defining equivalent pressure heads.

In the remaining part of this chapter, the averaging symbol, (..)
α
, will be

omitted when referring to the average of (..). Unless otherwise stated, the
term capillary pressure, and the symbol pc will be used for the difference
between the macroscopic pressures defined by (6.1.9).

The pressure distribution within a stationary α-fluid that occupies part of
the void space of a porous medium domain, is hydrostatic. This means that
differences in potential (= gravitational) energy balance pressure differences
within the fluid, i.e.,

∇pα + ραg∇z = 0, ∇(..) ≡ (∂(..)/∂ xi)1xi, (6.1.13)

where Einstein’s summation convention is applicable, ∇(..) denotes the gra-
dient of (..), pα is the (average) pressure in the α-phase, 1xi denotes the
component in the i direction of the unit vector 1x, g is gravity acceleration,
ρα is the (average) density of that α-phase, and z is elevation relative to an
arbitrary datum.

For a stationary homogeneous fluid (∇ρα = 0), we can write

∇hα ≡ ∇
(

pα
ραg

+ z

)

= 0, hα = z +
pα
ραg

, (6.1.14)

where, as in single-phase flow, hα denotes the (macroscopic) piezometric head
(dims. L) in the α-phase. Equations (6.1.13) and (6.1.14) are equivalent.
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Figure 6.1.5: Air and water distributions at various saturations: (a) Pendu-
lar saturation; (b) Pendular ring between two spheres; (c) Funicular water
saturation; (d) Insular air saturation.

6.1.4 Retention curve

In (6.1.7), we note the relationship between the capillary pressure and the
radius of the meniscus. It seems reasonable to assume that for the many
menisci within an REV, the average capillary pressure will depend on some
average radius of the menisci, and, hence, on the saturation. Our objective in
this subsection is to present the relationship between the (average) capillary
pressure and the saturations of two fluid phases that occupy the void space
in the unsaturated zone.

We start by considering the distributions of the two phases, air (= non-
wetting phase) and water (= wetting phase), within the void space. At low
saturation, as a result of the surface tension phenomenon discussed above,
water occupies domains in the form of rings around the grain contact points
(Fig. 6.1.5a). These are called pendular rings. The air-water interface has the
shape of a saddle. A number of adjacent pendular rings may coalesce. We
observe how water touches the solid at the contact angle. When the grains
are close, but not touching each other, the water takes the form of a ‘bridge’,
connecting the two grains.

At this low saturation, the pendular rings are isolated and do not form a
continuous water phase, except for the very thin film of adsorbed water on
the solid surfaces. Figure 6.1.5b shows a pendular ring between two spheres.

As water saturation increases, the pendular rings expand and coalesce,
until a continuous water phase is formed. Above this critical saturation, the
‘bulk’ water forms a continuous phase, and its saturation is called funicular ;
flow of ‘bulk’ water is possible (Fig. 6.1.5c). Both the water and the air phases
are continuous. As water saturation increases, a situation develops in which
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Figure 6.1.6: Gradual drainage and rewetting.

the air is no longer a continuous phase; it breaks into individual bubbles
(globules, blobs, ganglia) lodged in the larger pores (Fig. 6.1.5d). The air is
then said to be in a state of insular air saturation. An air globule can move
only if a pressure difference is applied to it by the surrounding water that is
sufficient to squeeze it through the constriction. In the absence of air in the
void space, we have complete water saturation.

Depending on the pore size distribution, the above stages, say from pendu-
lar to funicular water, do not have to occur simultaneously across the entire
unsaturated domain. It is possible to envision that at low saturations, part
of the water forms a continuous phase, while the remaining part is still in a
pendular state, with a gradual transition as saturations increase. A similar
transition may occur as saturations are reduced. This may give rise to models
in which part of the water in the porous medium is mobile, while the other
part is immobile.

In the course of time, the volume of air at insular saturation may decrease
due to air solubility in water. Similarly, the volume of water in pendular rings
may decrease with time due to evaporation.

With these definitions, we may now follow the changes in water saturation
as an initially saturated porous medium sample is gradually drained from its
bottom, with air introduced at its top. Figure 6.1.6 shows several successive
stages of drainage (stages 1 through 5) and rewetting (stages 6 and 7). Each
state corresponds to a certain volume of air occupying a certain portion of the
void space at a corresponding saturation. As water drains, water-air interfaces
(menisci) are formed. The radius of curvature at every point on a meniscus
depends on the (local, microscopic) capillary pressure, i.e., on the pressure
jump across the meniscus, with the radius becoming smaller as the capillary
pressure increases.

At every stage, the largest capillary pressure that can be maintained by
a local interface corresponds to the smallest radius of curvature that can be
accommodated in a pore, or channel, through which the interface is being
withdrawn. Therefore, the smallest radius of curvature occurs in the narrow-
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est pores that correspond to the prevailing air volume (e.g., interface 3 in
Fig. 6.1.6).

In general, pores have different dimensions and shapes. Therefore, they
will not all empty at the same capillary pressure. The large pores (or those
with larger channels, or throats of entry) will empty at low capillary pressures,
while those with narrow channels of entry, supporting interfaces of smaller
radius of curvature, will empty at higher capillary pressures.

As water drainage progresses, the water-air interface retreats into chan-
nels which support a curvature of still smaller radius (e.g., interface 4). The
wetting fluid will continue to retreat until the local interfaces have taken
up positions of equilibrium in channels which are sufficiently narrow to sup-
port interfaces with smaller radius of curvature. Obviously, if all channels are
equal and large, at a given capillary pressure, no equilibrium can be main-
tained any longer, and a sudden, almost complete, drainage of water from the
entire porous medium sample will be observed. We say ‘almost’, because some
water will always remain as isolated pendular rings and as a film adsorbed
to the solid surface. Within the pendular rings, the pressure is independent
of that in the remaining, continuous water phase in the void space. However,
the pressure there is related to pressure in the gaseous phase (which is a mix-
ture of air and water vapor) by the capillary pressure relationship. As water
evaporates, the volume of water in a pendular ring decreases, the radius of
curvature of the meniscus decreases, and the capillary pressure increases.

If at some point in time, the drainage of the wetting fluid at the bottom of
a sample is stopped, overlooking evaporation and air solubility processes, an
equilibrium will be established, with no further motion of either fluid. The
pressure distribution within each fluid will be hydrostatic, while satisfying
the pressure jump condition at every point of the (microscopic) interfaces. At
every such point, the pressure jump will correspond to the radius of curvature
of the interface at that point. In this way, equilibrium is established between
surface tension and gravity.

From the above description, it is obvious that at each stage of a drainage
process, the quantity of water remaining in the void space, say, within an
REV centered at a point, takes on a certain (microscopic) configuration. The
latter is related to the distribution of the (microscopic) interface geometry
within that REV. As a consequence, the quantity of water remaining in the
void space depends on the (macroscopic) capillary pressure defined by (6.1.9).
The capillary pressure increases as the water saturation decreases, which, in
turn, corresponds to a decrease in interfacial surface area.

Let us now reverse the process and begin to refill the pore space with
water. In Fig. 6.1.6, this is pictured as transition from stage 5 to stages 6 and
7. The interfaces’ radii of curvature become progressively larger.

Equation (6.1.7) relates the capillary pressure at a point on the water-air
interface to the mean radius of curvature of the latter. In Fig. 6.1.6 we note
how the capillary pressure in a tube is related to the radius of curvature of
the meniscus, which, in turn, is related to the radius of the tube. Visualizing
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a porous medium domain as a random assembly of tubes of various radii, the
above relations can be interpreted as stating which of these tubes will drain
at any given capillary pressure (as long as there is a continuous passage for
the drained water to the external boundary of the sample). We may conclude
that a strong relationship exists between the macroscopic capillary pressure
and water saturation.

The relationship between the quantity of water present in the void space
(within an REV), in terms of its saturation, to the prevailing capillary pres-
sure, is recorded as a capillary pressure curve, pc = pc(Sw), or as a suction
curve, ψ = ψ(Sw). In soil science, these curves are called retention curves, as
they show how much water is retained in the soil by the capillary pressure.
Some authors refer to the drainage retention curve as a desorption curve and
to the wetting, or imbibition, curve as a sorption curve.

We recall that at every microscopic point on a meniscus, the capillary
pressure depends on the surface tension between the wetting and nonwetting
fluids, γwn. As explained when the concept of surface tension was introduced
in Subs. 6.1.1, γwn depends on the temperature, Twn, and on the concen-
trations, cγwn, of the γ-components at the interface. Under thermodynamic
equilibrium, the temperature is the same as in the two adjacent phases, i.e.,
Tw = Tn = Twn, and concentrations are a function of those on either one of
the phases, i.e., cwn = fw(cw) = fn(cn).

Therefore, the capillary pressure will also depend on these factors, viz.,

pc = pc(Sw, γwn(Twn, cwn)),

or, more concisely,
pc = pc(Sw, Twn, cwn).

For the sake of simplicity, in this chapter we shall continue to assume that
for a given pair of fluids, pc = pc(Sw) only.

Figure 6.1.7 shows typical examples of capillary pressure head curves, hc
= hc(θw), during drainage. Point A in Fig. 6.1.7 indicates the threshold cap-
illary pressure head, hcr

c , corresponding to the largest pore size. If we start
from a sample that is fully saturated by water, we can produce the capil-
lary head, hcr

c , by draining a very small quantity of water. Practically, no air
will penetrate the sample, until the critical capillary head is reached. The
corresponding pressure, pcr

c , is called the critical pressure, or threshold pres-
sure. When expressed in terms of pressure, the critical value is also called the
bubbling pressure, or air entry pressure. As the magnitude of the capillary
pressure head, hc, is increased, an initial small reduction in θw, associated
with the retreat of the air-water menisci into the pores at the external surface
of the sample, is observed. Then, at the critical pressure head value hcr

c , air
enters the larger pores and they begin to drain.

The shape of the capillary pressure curve, and, hence, also the threshold
pressure, depends on the distributions of pore sizes and shapes. Curves 1 and
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Figure 6.1.7: Typical capillary pressure curves during drainage.

2 in Fig. 6.1.7 correspond to well graded and poorly graded granular porous
media, respectively.

As water drainage progresses, we observe that a certain quantity of water
remains in the void space even at very high capillary pressures, in the form of
isolated pendular rings and relatively immobile thin films. The corresponding
value of water saturation, denoted by Swr, is called the irreducible water (or
moisture) saturation. In terms of the volumetric fraction, θw (= φSw), it is
denoted by θwr, and called irreducible water (or moisture) content. When
the air is present in the form of isolated bubbles only, the air saturation,
Sa, is referred to as residual air saturation, Sar. Note that, as is customary,
we have used here the term ‘irreducible’ for the wetting phase, while for the
nonwetting phase we have used the term ‘residual’. Further reduction in these
limiting values is possible by water evaporation and by film flow. At these
low saturations, the concept of matric potential should be used, rather than
capillary pressure (Subs. 6.1.6).

The capillary pressure curve is an expression of the pore-size distribution
of the soil. The Laplace formula at the macroscopic level, as an analog to
(6.1.7) and (6.1.8), is

pc ≡ pn − pw =
2
r∗
γwn, or pc ≡ pn − pw =

2γwn cos θLG

R
. (6.1.15)

Here r∗ is the mean radius of curvature of the microscopic interfaces between
the wetting and nonwetting fluids (in our case, water and air) inside an REV,
and θLG is the contact angle. Note that if we assume equilibrium and no
gravity effects, all air-water menisci at a (macroscopic) point, i.e., within the
REV centered at that point, must have exactly the same radius of curvature.
Under such conditions, the microscopic value of capillary pressure and its
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macroscopic counterpart become identical. Recalling that in (6.1.8) we have
replaced (the local) r∗ by R/ cos θLG, with R regarded as a measure of the
size of the pores occupied by the wetting fluid. For water on mineral grain
surfaces, it is known that θLG ≈ 0.

For a given rigid soil, neglecting any effect of fluid composition on the
structure of the pores, the effect of the pore- or grain-size distribution on
capillary pressure curves is the same, regardless of the nature of the two
fluids. The effect of fluid properties may be stated by the general expression

Sw(pc
∣

∣

fluids n1,w1
) = Sw(β12pc

∣

∣

fluids n2,w2
), (6.1.16)

where
β12 =

γn1w1 cos θn1w1

γn2w2 cos θn2w2

(6.1.17)

is a scaling factor, and {n1, w1} and {n2, w2} represent pairs of nonwetting
and wetting fluids. When the contact angles remain unchanged, then

β12 =
γn1w1

γn2w2

. (6.1.18)

The pairs of immiscible fluids may be different, or they may be the same pair
of fluids under different temperature and slightly different chemical compo-
sitions. Therefore, using fluids n1 and w1 as reference fluids, we can use the
above relationships to obtain the capillary pressure curve for any other pair
of immiscible fluids.

6.1.5 Experimental determination of retention curve

A variety of methods are employed for determining the capillary pressure
relationship. A direct approach is to obtain them from laboratory measured
static saturation-capillary pressure data, obtained from soil cores, or from
simultaneous field measurements of water content and matric potential.

A typical experimental apparatus for determining capillary pressure rela-
tionships of soil or rock cores is shown schematically in Fig. 6.1.8. A porous
medium sample is placed in a cell in contact with a ‘capillary barrier’, or
‘porous plate’, which itself is a porous material, such as ceramic, sintered
metal, or fritted glass. The grain (or pore) size of this porous material is se-
lected such that it is sufficiently small so as to prevent air from invading the
sample under the capillary pressures to be applied during the experiment.
To achieve this goal, the air entry pressure of the porous plate should exceed
the range of capillary pressures that are planned for the experiment. At the
same time, the pores in the barrier should not be too small, as, otherwise,
a long time will be required for equilibrium to be reached at every stage of
the experiment. The sample (= core) is initially saturated with water, with
a zero capillary head maintained by adjusting the water level in the tube
connected to the bottom of the cell. The top of the sample is in contact
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Figure 6.1.8: Laboratory determining the capillary pressure curve.

with gas at atmospheric pressure. The capillary pressure in the sample is
increased incrementally, by producing a negative (gauge) water pressure at
the bottom of the core (e.g., by lowering the tube), or by increasing the gas
pressure in contact with the top of the core. Either way, the capillary pres-
sure is increased and water will leave the core through the capillary barrier.
After equilibrium has been attained, following each incremental change in
the capillary pressure, the volume of water outflow is measured and the new
water saturation computed. This procedure is repeated step-wise to generate
points on the drainage capillary pressure curve.

In this experiment, water can be removed as long as the remaining water,
at least in part, constitutes a continuous phase (i.e., above the ‘irreducible
liquid saturation’, Swr). When the liquid saturation level is dropped to Swr,
it becomes discontinuous everywhere, in the form of isolated pendular rings,
ganglia, or very thin liquid films on the solid surface in pores, from which most
of the liquid has been evacuated. Under such conditions, the liquid’s effective
permeability vanishes, and further drainage by liquid flow cannot be produced
by a pressure gradient and gravity. The above statement is not completely
accurate as some water flow may take place even under saturations below
Swr in the form of film flow (Dullien, 1992). The experiment is terminated
when the air entry value of the porous plate is approached. An imbibition
capillary pressure curve is determined by reversing the process.

Common techniques for measuring water content in the field include simple
gravimetric determination from soil core samples, calculation from down-
hole neutron attenuation measurements, inference from calibrated electrical
resistance (or dielectric) cells, and time-domain reflectometry (TDR). The
most common method for measuring negative (gauge) water pressures in the
field utilizes devices known as tensiometers (a name introduced by Richards
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and Gardner (1936)), shown schematically in Fig. 6.1.9. The tensiometer is
made up of a rigid tube filled with water and fitted with a manometer and
a vacuum gauge, or a transducer, to measure the pressure in the tube. The
contact between the water in the soil and in the tensiometer is established
through a ‘porous cup’ made of ceramic (or other rigid and inert porous
materials). When inserted into the soil, the water saturating the rigid and
tightly sealed pipe is initially at atmospheric pressure (approximately). The
water in the soil is at sub-atmospheric pressure. The suction applied through
the wall of the porous cup draws out a small volume of water, producing
the same sub-atmospheric pressure in the tube. This pressure is indicated
by the measuring device. Before determining pressure and water content at
every step, one has to make sure that equilibrium between the water pressure
in the soil and in the tensiometer has indeed been reached. This may take
a very long time, depending on the hydraulic resistances of the porous cup
and the surrounding soil. The time to establish equilibrium can be reduced by
selecting a cup with higher permeability, but then we encounter the possibility
of air being sucked into the tensiometer. The range of such a device is, thus,
limited by the bubbling pressure of the tensiometer, and, ultimately, by the
cavitation pressure of water. This limits the use of tensiometers to capillary
pressures of less than about 0.8 atm.

Common to the above laboratory and field methods is the fact that in all
of them, measurements are taken once the system has reached (or has been
assumed to have reached) equilibrium, or no-flow conditions. This statement
questions the use of the resulting capillary pressure curves in flow models.

Another approach for estimating saturation-capillary pressure relations is
to conduct a dynamic flow experiment in the laboratory (say, in a soil col-
umn), or in the field. A typical experiment involves some sequence of water
infiltration, redistribution, drainage, and/or evaporation events. The capil-
lary pressure curve is estimated by matching observed water contents, pres-
sures, and/or fluxes to results of simulating the corresponding transient flow
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initial/boundary value problem. Since the solution of such model depends
on the hydraulic properties of the soil (e.g., saturation-capillary pressure re-
lations and permeability relations; see Subs. 6.1.4), it may be possible to
infer these relationships by matching observed data with those predicted by
the model (history matching). The process of determining soil (or aquifer)
properties by comparing measured data with values predicted by solving a
mathematical model for the corresponding boundary-value problem is re-
ferred to as the inverse problem, or the parameter estimation problem, or the
calibration problem. This topic is discussed as Step 7 in Subs. 1.2.2 and in
Sec. 11.3.

Inverse methods have the advantage that they yield ‘effective parameters’
that are directly relevant to dynamic experimental conditions. They may,
therefore, require less experimental time or effort than conventional labora-
tory or field methods. Their primary disadvantage is that solutions to inverse
problems are not always unique, i.e., different values of an hydraulic param-
eter may yield similar model predictions.

Over the years, methods have also been developed for estimating soil hy-
draulic properties from grain size distribution data. Such methods are appeal-
ing, since grain size distribution data can more easily be obtained than static
or dynamic hydraulic data. Some methods for estimating parameters that
appear in saturation-capillary pressure models are based on statistical analy-
ses of tabulated data (e.g., Campbell, 1974; McCuen et al., 1981; Rawls and
Brakensiek, 1982; Carsel and Parrish, 1988; and Russo and Bouton, 1992).
Other models employ quasi-physical models (Arya and Paris, 1981; Mishra
et al., 1989; Celia et al., 1995; Schaap et al., 1998; Arya et al., 1999a,b;
Wösten, 2001; and Pan et al., 2001). The latter are based on the proposition
that the pore size distribution may be inferred from the grain size distribu-
tion by assuming some packing geometry, and that the saturation-capillary
pressure curve may be inferred from the pore size distribution function via
the Laplace capillary formula, (6.1.7).

Various authors have proposed analytical expressions for the general shape
of fluid retention curves. These expressions involve coefficients that must
be determined by solving the inverse problem, i.e., by fitting the analytical
expression to measured experimental data. Following are a number of such
expressions for an air-water system. The symbol S̃w, defined by

S̃w =
Sw − Swr
1− Swr

, (6.1.19)

is called the effective, or reduced water saturation. In it, the irreducible water
saturation, Swr, is a fitting parameter whose definition may depend on the
conditions under which the saturation-capillary pressure data are measured.

• Brooks and Corey (1966) proposed the relationship
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S̃w =

⎧

⎨

⎩

(

pb
pc

)λ

for pc ≥ pb,

1 for pc < pb,

(6.1.20)

where λ is called pore size distribution index , and pb is the bubbling pressure.
This is, approximately, the minimum value of pc on a drainage capillary
pressure curve at which a continuous air phase exists in the void space.

• Brutsaert (1966) proposed the relationship

S̃w =

⎧

⎨

⎩

1

1 + (Aψ)B
for ψ ≥ 0,

1 for ψ < 0,
(6.1.21)

where A and B are positive curve fitting coefficients.

• Vauclin et al. (1979) introduced the relationship

S̃w =

⎧

⎨

⎩

1

1 + (A ln ψ)B
for ψ ≥ 1 cm,

1 for ψ < 1 cm,
(6.1.22)

where A and B are positive curve fitting coefficients.

• Van Genuchten (1980) proposed the relationship

S̃′
w ≡

Sw − Swr
1− Sar − Swr

=

⎧

⎨

⎩

[

1
1 + (Aψ)B

]C

for ψ ≥ 0,

1 for ψ < 0,
(6.1.23)

where A, B and C (= 1− 1/B) are positive curve fitting coefficients.

6.1.6 Matric and other potentials

Thus far, the retention curve has been presented as a relationship between
(macroscopic) capillary pressure and saturation. We have explained that the
microscopic notion of capillary pressure is associated with the phenomenon
of surface tension at the fluid-fluid interface. Although we have repeatedly
mentioned the presence of films, and the interaction between the fluid and
the solid at their common interface, we have not shown how these phenomena
affect the capillary pressure curve. The effects of these and of other phenom-
ena will be discussed in this subsection. We shall include a brief discussion
on what is a ‘potential’ and define the matric and other kinds of potentials.

The potential is well established concept in thermodynamics, where, in
our language, it is discussed ‘at the microscopic level’. Nitao and Bear (1996)
presented a rigorous discussion on potentials at the macroscopic level. As in
the theory of thermodynamics, the potentials were defined at the microscopic
level, and then their macroscopic counterparts were obtained by averaging.
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Any chemical species in an aqueous phase within the void space, including
water (H2O) itself, as a species, is acted upon by various forces. Specifically,
water molecules are acted upon by forces that arise from gravity, from the
interaction with other water molecules, from the interaction with molecules of
other chemical species present in the water, and by interaction with molecules
of the solid matrix. Although this statement is valid for any fluid, we shall
continue to use water as an example, because it is the main fluid of interest in
the unsaturated zone. Work has to be expended in order to change the state
of a considered system in a direction that is opposite to the resultant of the
forces mentioned above (which in themselves may act in different directions).
The potential is a concept that facilitates the discussion of such changes. It
expresses the reversible work that has to be expended in order to transform
a given system from some specified reference state to its current one. This
amount of work is equivalent to the increase in the system’s energy. Because
of the different nature of the various forces, some being non-mechanical, it
is more convenient to define a number of potentials, each corresponding to
a specific force, or a combination of forces. The potential is expressed as an
intensive quantity, either per unit volume, per unit mass, or per unit weight
of the considered system—here the water—within the void space.

A. Total potential

The concept of total potential was discussed already by Buckingham (1907).
A detailed description of Buckingham’s work on flow in the unsaturated zone
is presented by Narasimhan (2005).

According to the Terminology Committee of Commission I of the Inter-
national Soil Science Society (1976),

“. . . the total potential, Ψwtotal, of water, H2O, as a chemical species in
the soil solution, at a point in the soil, is defined as the amount of work
that must be done, per unit mass of pure water, in order to transfer
reversibly and isothermally to the soil water at that point, an infinites-
imal quantity of pure water from a pool that contains pure water. The
pool is at a specified elevation, and with the same temperature and
external gas pressure as at the considered point.”

Here ‘pure water’ refers to the water (H2O) as a substance, or a species, while
the ‘soil water’ is the liquid (aqueous) phase (or soil solution) in the pore
space, which contains both water and dissolved matter as components.

The above definition refers to ‘soil water at a considered point’, where the
‘point’ is within a phase, i.e., at the microscopic level. A macroscopic po-
tential is defined as the average of the microscopic one over all (microscopic)
points within a representative elementary volume centered at a (macroscopic)
point (= centroid of an REV) within a porous medium domain. The same ex-
tension from microscopic to macroscopic level may be applied to other types
of potentials.

The total potential of a fluid phase is composed of the following parts:
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(a) A matric potential, associated with the adsorption of water to soil sur-
faces.

(b) A solute potential (or osmotic potential), associated with the concentra-
tion of species in solution.

(c) A gravity potential, which expresses the change in the potential energy
associated with the elevation of the considered point above a reference
reservoir.

(d) A thermal potential, which expresses the change in the free energy associ-
ated with the temperature of the considered point above that prevailing
in the reference reservoir.

In Soil Physics, the sum of (a) and (b) is called soil water potential. Note
that the kinetic energy, which is proportional to the water velocity squared,
is not mentioned here, because, in soils, it is negligible due to the very small
water velocity.

B. Matric potential

The matric potential, Ψwm, at a point within a fluid phase (occupying part of
the void space in the soil) is defined as (Commission I, ISSS, 1976)

“. . . the amount of work that must be done, per unit mass of pure water
(as a component, w) in order to transfer reversibly and isothermally
to the soil water at a considered point, an infinitesimal quantity of
pure water from a reference pool. The latter is at the same elevation,
temperature, and external gas pressure as at the considered point, and
contains water (= soil solution) identical in composition to that present
in the soil at the considered point.”

Again, the matric potential as defined above refers to a component (or
chemical species) at a point, i.e., at the microscopic level, while our interest
is really (a) in the soil solution, or fluid phase, and (b) within the void space,
i.e., at the macroscopic level.

The matric potential can also be defined for a phase as a whole. At a point,
it is defined as the sum of the (reversible) work that has to be expended in
order to move each of the individual components comprising the phase, from
a reservoir at the same elevation, temperature, external gas pressure, and
composition, to the considered point.

The macroscopic matric potential of a phase is the average over the REV
of the microscopic one defined above. This matric potential, often used in soil
science when dealing with the unsaturated (air-water) zone of the soil, is a
consequence of two phenomena:

• Unbalanced forces across water-air interfaces (menisci), manifested as sur-
face tension.

• Attraction of molecules in the phase to the solid surface. This effect is
significant only in the vicinity of the solid surface, and, hence, this effect



Statics of Fluids 273

is manifested as a thin film that coats the solid (see discussion on surface
potential below).

The presence of air-water interfaces gives rise to the phenomenon of cap-
illary pressure, viz., the jump in pressure across the microscopic water-air
interfaces inside the void space. The microscopic capillary pressure is then
averaged to obtain its macroscopic counterpart. In the simplified model of a
curved meniscus, with a sufficiently thick fluid layer on both sides, the concept
of surface tension is valid, and so is the resulting Laplace formula, (6.1.7), that
relates the radius of curvature of the meniscus to the (microscopic) capillary
pressure. However, in developing an expression for the capillary pressure, say,
the Laplace formula, the presence of a film of adsorbed water on the solid
surface, and its effect on the relationship between water and gas pressures,
was overlooked. This approach is not justified at low saturations, as the por-
tion of the void space from which water has been drained always contains
some water in pendular rings and as a thin film that coats the solid, and,
therefore, the effect of the solid surface in the unsaturated zone cannot be
ignored at low saturations.

The definition of matric potential incorporates also the effect of the attrac-
tive forces acting on these films (Nitao and Bear, 1996). The matric potential
is, thus, not identical to the capillary potential , which is associated with
capillary forces only. The surface effects at the liquid-gas interface becomes
negligible at sufficiently high saturations, as the distance from the interface
to the solid surface increases. Consequently, the effect of the adsorbed wa-
ter films becomes negligible. The matric potential is, then, essentially equal
to the capillary potential. If we define the matric potential per unit volume
of water, then, in this range of saturations, it is identical to the capillary
pressure.

The effect of the films becomes more significant as the soil is drained,
and water saturation approaches the irreducible value. As water is further
removed by evaporation to below the irreducible saturation, the effect of
adsorbed water films, and its contribution to the matric potential, become
even more significant, as the only water left occurs as films. At some low
water saturation, water in the void space can be present only as films that
coat the soil surface (and pendular rings at points of contact between grains).
They become thinner as water is removed by evaporation. In this range,
the behavior is dominated not by the air-water surface tension, but by the
interaction between water and solid molecules.

When expressed per unit volume of water, the matric potential at suf-
ficiently high saturations is equal to the pressure in the water (as a liquid
phase), pw − po, with respect to a datum pressure, po, in the reservoir. It
is positive (i.e., above the reference atmospheric pressure) in the saturated
zone, and negative (i.e., below the reference atmospheric pressure) in the un-
saturated zone above it. When the gaseous phase in the void space (primarily
air) is at the pressure pg = po, the matric potential per unit volume of water
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Figure 6.1.10: A typical matric potential curve, including the effect of drying.

is expressed by the difference pw − pg, or by −pc. The matric potential per
unit weight of water is, thus, expressed by (pw − pg)/ρwg.

For a given soil, the relationship between the matric potential and satu-
ration has to be derived experimentally, because it depends on the pore size
distribution and on the complex geometry of the pore space. For sufficiently
coarse soils, at the irreducible water saturation, Sw � Swr, the Ψwm(Sw)-
curve (with Ψwm expressed per unit volume of water) is essentially that for the
capillary pressure. At full saturation, the matric potential becomes zero.

The matric potential is the more appropriate thermodynamic quantity to
be used for describing phenomena in the unsaturated zone than the capillary
pressure, as it incorporates both the effect of capillarity, and that of fluid-
solid interaction. The latter is significant mainly at very low saturations,
where water is primarily in the form of films. To obtain the relationship
between the matric potential and the saturation, let us conduct an experiment
in which water is removed from a sample, not by gravity drainage, but by
evaporation. In this experiment, conducted with pure water in the sample,
the vapor content in the gaseous phase and liquid water in the pore space are
brought to equilibrium at different levels of water saturation. Kelvin’s law
(6.1.24) is used to determine the matric potential at each stage. We obtain
the typical matric potential curve shown in Fig. 6.1.10. This curve raises the
question: “what is the meaning of the term ‘irreducible water saturation?”.
This question is justified as water can be further removed from the sample
by evaporation, and by flow along surface films (albeit, at a much lower
rate than ‘bulk’ liquid flow). We have, therefore, to interpret this term as
indicating the saturation at which the liquid water becomes discontinuous,
such that pressure cannot be transmitted through it to produce motion (e.g.,
as described by Darcy’s law).

Experiments show that the value of irreducible saturation is asymptotically
approached as water is (gravitationally) drained from a sample. However, if
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evaporation and/or film flow are allowed to continue to remove water from
the sample, saturation can be further reduced, until it is practically zero.
Marshall and Holmes (1979) describe such a drying technique and refer to
it as the vapor sorption method. Thus, by controlling the vapor content (or
vapor pressure) in the gas, waiting at every step for equilibrium to be reached
between the vapor pressure in the gas and the pressure in the liquid, the
latter’s saturation (determined, say, by weighing the sample, or by a mass
balance) will gradually decrease, with liquid remaining in isolated smaller
pores as pendular rings and as a thin film on the solid. At some saturation
level, it will remain only in the latter form. The gradually increasing (volume
averaged) matric potential in the water as the soil dries up can, then, be
calculated by the relationship

p′c = −ρwRT
Mw

ln
pv

pvo
, or ψ =

RT

gMw
lnhr, (6.1.24)

known as Kelvin’s law, and drawn as a function of the decreasing saturation.
In this equation, R is the universal gas constant, T is the temperature, Mw

is the molecular weight of water, pv/pvo ≤ 1 is the ratio between the partial
pressure of water in the gas phase at a curved meniscus, to the partial pressure
of water in the absence of interfacial effects, and hr is the relative vapor
pressure, or relative humidity. In this way, the retention curve can be extended
to zero liquid saturation. The above process leads to the definition of surface
potential discussed below.

C. Surface potential

We have seen above, (1) that the amount of energy required for removing
water from the soil increases with decreasing saturation, and (2) that this is
due primarily to the need to overcome capillary and surface forces. However,
capillarity alone cannot account for the energy required to remove water from
the soil at very low saturations, when water is present in the void space in the
form of small pendular rings and thin water films in aerated pores. The water
in such films is affected by Van der Waals and electrostatic forces acting on
the water (and its dissolved components) by the solid surfaces within the
porous medium.

At the microscopic level, the surface potential, ϕw, defines the contribution
to the matric potential by forces other than capillary, i.e.,

ϕw = Ψwm − Ψwp , (6.1.25)

where Ψwm is the matric potential, and Ψwp is the pressure potential at a point,
defined as the work that is required in order to move a unit quantity of water
(solution) from a reference reservoir at location (xo, yo, zo) to a point in the
porous medium at location (x′, y′, zo), with the two points having the same
elevation, temperature, and chemical composition.
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The pressure potential in a saturated porous medium can be expressed in
term of the pressure energy per unit weight, resulting from the pressure in the
fluid. Furthermore, when the fluid is compressible, the pressure energy stored
in the fluid, per unit fluid weight, is obtained from the work done by com-
pressing the fluid. For a compressible fluid, the pressure energy is commonly
expressed by Hubbert’s potential (Hubbert, 1940) defined by (4.1.6).

Consider now forces acting at the microscopic level on a small water parti-
cle (infinitesimal quantity) at some point ξ, which is close to a solid surface.
We assume that the net force acting on this particle by the solid surfaces is
conservative, i.e., we can define for it a potential energy, ϕw(ξ), at ξ, as the
work needed to move the particle from a reference point sufficiently removed
form the solid surface, so that there is no force acting on the water there, to
the point ξ. In a similar way, we may define a surface potential, ϕγ(ξ), for any
γ-component in the fluid. In general, these surface potentials will depend also
on temperature, pressure, and the concentrations of the various components.

The concept of surface potential, as used here, is an idealization. Actu-
ally, the exact nature of a surface potential is quite complex, and not truly
conservative, because the very introduction of the water particle will disturb
the motion of molecules and ions, thus causing changes in the potential field.
In addition, fluid motion may partially destroy the ordering of (the dipolar)
water molecules near a surface, resulting in a change in potential energy.

To obtain a macroscopic surface potential, say of a wetting α-phase, oc-
cupying the volume Uoα within an REV of volume Uo, we have to average
the microscopic potential, ϕ, over the REV. Because the surface potential
depends on the distance from the solid surface, to facilitate the averaging,
Uoα may, in some cases, be divided into three ‘apparent phases’:

• An immobile adsorbed layer, which is next to the solid surface. In it,
the fluid-solid forces are so strong such that no advective fluid movement
can take place. Structural changes in the fluid may occur in this layer.

• A mobile adsorbed layer. The fluid in this layer is mobile, although it
is still within the range in which surface forces may lead to attraction or
repulsion of components in the fluid. Structural changes in the fluid may
also occur in this layer.

• The remaining bulk phase. The fluid here is at a sufficiently large dis-
tance from the solid surface such that the effect of surface potential is
insignificant and there are no structural changes.

Altogether, we may summarize that (1) at sufficiently high saturation, the
surface potential, which is part of the matric potential, may be neglected,
but that (2) at very low saturations, when moisture takes the form of very
this films, the matric potential is due only to surface potential.

D. Solute potential

The solute potential, Ψwsol, is also referred to as osmotic potential. The liquid
in the soil, referred to by soil scientists as ‘soil solution’, usually contains dis-
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solved matter. The concentration of the latter affects both the surface tension
and the forces that attract water molecules to solid surfaces. It also affects
the energy relationships that determine the equilibrium among phases and
components. Thus, the solute potential at a point in the soil (i.e., microscopic
level) obeys a definition similar to that of the matric potential, except that
the reference pool contains pure water at the same pressure, temperature and
elevation, as the considered point, while the void space at the point contains
a soil solution. We wish to emphasize that this potential is defined for the
water as a component and not as a liquid phase. For the latter, we have to
sum over all components, and the pool has to contain a dilute solution.

E. Soil water potential

This potential Ψwsw combines the work required to overcome the forces due
to both surface effect, pressure, and concentration differences between the
reference pool and the considered point. The soil-water potential is, thus, the
sum of the matric and the solute potentials.

Taking into account the effect of dissolved matter, and following a deriva-
tion similar to that for Kelvin’s equation, (6.1.24), we may write:

Ψwsw = −ρ
w
wRT

Mw
ln

pv

pvo
, (6.1.26)

in which Ψwsw is per unit volume of water in the void space. Note that super-
script w refers to water as a component, while subscript w refers to water
as a liquid phase, which consists primarily of water, but may contain other
components. For the sake of clarity, we could have used subscript � instead
of w to denote the liquid phase. The above equation is valid at both the
microscopic and the macroscopic levels.

F. Gravity potential

This potential Ψwg expresses the change in the potential energy associated
with the elevation of the considered point above the reference pool. Thus, we
can use the same definition as that of the matric potential, except that the
considered point and the reference pool are at different elevations, and both
reservoirs have flat interfaces. When expressed per unit weight, the gravity
potential is equal to the elevation of the point, z−zo. When expressed per unit
volume, the gravity potential for the w-component is given by ρwwg(z − zo),
assuming that ρww does not change appreciably from zo to z.

G. Thermal potential

This potential ΨwT expresses the change in the free energy associated with the
temperature of the considered point above that prevailing in the reference
pool. Thus, we can use the same definition as that of the matric potential,
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Figure 6.1.11: Definition of various soil potentials (Nitao and Bear, 1996).

except that the considered point and the reference pure water reservoir are
at different temperatures.

H. Total potential

Altogether, the total potential, Ψwtotal, is given by

Ψwtotal = Ψwm + Ψwsol + Ψwg + ΨwT = Ψwsw + Ψwg + ΨwT . (6.1.27)

Many of these potentials depend on the liquid’s saturation. The total poten-
tial is nothing but the chemical potential of water, as a component in the
soil, per unit volume of the water phase. The relationship among the various
potentials discussed above is shown in Fig. 6.1.11. In this figure,

ΨwT = Ψ1 − Ψ2, Ψwsol = Ψ2 − Ψ1,

Ψwm = Ψ3 − Ψ2, Ψwg = Ψ4 − Ψ3,

Ψwtotal = Ψ4 − Ψ0, Ψwsw = Ψ3 − Ψ1, (6.1.28)

and dΨwg is defined under the condition that dz is sufficiently small so that
pressure and mass fraction of γ do not change appreciably.

6.1.7 Hysteresis

Upon rewetting (or imbibition), we observe (Fig. 6.1.12) that the capillary
pressure curve, pc = pc(Sw), for the drainage of a soil sample, differs from
that obtained during wetting. The figure shows one drainage curve—main
drainage curve—and three wetting curves.

This phenomenon, the dependence of the capillary pressure curve on the
direction and history of drainage and wetting of a sample, is called hysteresis.
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Figure 6.1.12: Hysteresis in capillary pressure curves.

It is attributed to a number of causes. The first, called the ink-bottle effect,
results from the shape of the pore space, with interchanging narrow (throats)
and wide passages (Fig. 6.1.13a). During drainage and rewetting, menisci
having the same radius of curvature occur at different elevations, thus yielding
different water saturations for the same capillary pressure, or suction, ψ (=
2γwa/r). As water is drained, the radius of curvature of the air-water meniscus
diminishes. At the narrowest part of the throat, the curvature of the meniscus
cannot continue to increase gradually; instead, the meniscus abruptly retreats
to a nearby throat. This sudden change is called Haines jump (Haines, 1930).
A similar phenomenon occurs during wetting. Altogether, the drying curve
depends on the narrow throats (small radii of meniscus curvature), while
wetting depends on the maximum diameter of the large pores. In Fig. 6.1.13a,
the pore is abruptly drained as the suction exceeds ψ = 2γwa/r1. For the same
pore to abruptly fill-up, suction must decrease to below ψ = 2γwa/r3, r3 > r1.
The hysteresis effect is more significant in coarse-textured soil, in the low-
suction range, where pores may empty at an appreciable higher suction than
that at which they fill-up (Hillel, 1980).

A second effect, called the raindrop effect (Fig. 6.1.13b), is due to the fact
that the contact angle is larger at the advancing trace of a water-air interface
on a solid than at the receding one, because of impurities and possible vari-
ability in the minerals that compose the surface, because of the roughness
of the solid, and because of gravity. Also, when a fluid is polar, as is water,
the contact angle depends on whether the solid surface has been previously
wetted by the fluid, or not.
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Figure 6.1.13: Hysteresis in capillary pressure curve due to (a) the ink-bottle
effect, and (b) the raindrop effect.

A third cause for hysteresis is the entrapment of air, as an initially satu-
rated sample is drained and then rewetted.

Finally, consolidation, swelling, and shrinkage of the solid matrix as it is
dried and wetted may also contribute to hysteresis in the capillary pressure
curve, especially in fine, unconsolidated porous media.

Figure 6.1.14 shows the effect of entrapped air on the capillary pressure
relationship, pc = pc(Sw). Starting from any point on the boundary drainage
curve, it is possible to follow the wetting process and observe a wetting scan-
ning curve. Drying scanning curves are obtained by draining the sample
from an initial point on the boundary wetting curve. The scanning curves
are shown as dashed lines on the figure. In this way, the macroscopic rela-
tionship between capillary pressure and saturation, expressed by the capillary
pressure curve, depends also on the wetting-drying history of the particular
sample under consideration. For a given capillary pressure, a higher wetting
fluid saturation is obtained when a sample is being drained than during im-
bibition.

As a sample is being rewetted to zero capillary pressure, air at residual
air saturation, Sar, remains in the sample. We note that the value of Sar
depends also on the drainage-imbibition history. For example, when a sat-
urated sample is drained and at some point imbibition begins, continuing
up to zero capillary pressure, the amount of entrapped air is smaller than
when the imbibition begins from a dryer state. The curve beginning at 100%
water saturation and proceeding to the residual water saturation at a high
capillary pressure is referred to as the main drainage curve. The curve begin-
ning at residual water saturation and proceeding in the direction of higher
saturations, ending at zero capillary pressure is called the main imbibition
curve. The two curves define the hysteresis envelope which encompasses an
infinite number of possible scanning curves. An imbibition curve that begins
at a reversal point, where the saturation change reverses direction along the
main drainage curve, is referred to as a primary imbibition scanning curve.
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Figure 6.1.14: Hysteresis and entrapped air in a capillary pressure curve.

A drainage curve starting along the main imbibition branch is referred to as
a primary drainage scanning curve. Secondary scanning curves may be ini-
tiated at reversal points on a primary scanning path. Similarly, higher order
scanning curves may be defined.

To account for the effects of air entrapment during water imbibition, we
may employ the concept of apparent saturation as a macroscopic surrogate
for tracking the position of the interfaces between continuous portions of the
air and water phases. We define the apparent water saturation, ̂Sw, as

̂Sw = S̃w + S̃at, (6.1.29)

where S̃w is the effective water saturation defined by

S̃w =
Sw − Swr − Sta

1− Swr
, (6.1.30)

and S̃at is the effective trapped air saturation defined as

S̃at =
Sta

1− Swr
, (6.1.31)

in which Sta is the actual trapped air saturation. Note that for the main
drainage branch, the apparent and effective water saturations are equal be-
cause there is no trapped air along this path.

After water has imbibed, starting from some saturation, Sdrw , on the main
drainage path to an apparently saturated condition, i.e., to zero capillary
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pressure, the residual air saturation, Sar, may be estimated by the empirical
relation developed by Land (1968)

S̃ar =
1− S̃drw

1 +Raw

(

1− S̃drw

) , (6.1.32)

Raw =
[

(1− Swr)/S̃im
ar − 1

]

, (6.1.33)

where S̃ar = Sar/(1− Swr) is the effective residual air saturation, S̃drw is the
effective water saturation at Sdrw , and S̃im

ar is the residual air saturation for the
main imbibition branch (i.e., the branch starting at S̃drw = 0), as illustrated
in Fig. 6.1.12. Since Sar represents air which is occluded within the wetting
phase, it is sometimes referred to as the insular residual air saturation.

The residual air saturation corresponds to the amount of trapped air at
zero capillary pressure for a given imbibition saturation path. The effective
trapped air saturation, S̃at, at an arbitrary water saturation along an im-
bibition path, may be approximated by linearly interpolating between the
reversal point on the main drainage curve and zero capillary pressure. A
more accurate representation that follows from (6.1.32) is

S̃at =

{

S̃ar

(

S̃drw

)

− S̃ar

(

̂Sw

)

for ̂Sw > S̃drw ,

0 for ̂Sw ≤ S̃drw ,
(6.1.34)

where ̂Sw designates the current apparent water saturation, S̃drw is the effec-
tive saturation at the reversal point on the main drainage curve, and S̃ar is
the function of S̃drw defined by (6.1.32).

Theoretical analyses of hysteresis in the air-water capillary pressure curve
have been presented by Poulovassilis (1962), Topp (1969, 1971), Mualem
(1974, 1976, 1984), Kool and Parker (1987), Luckner et al. (1989), and oth-
ers. Hysteresis in oil-water and gas-oil systems have also been studied by
numerous researchers (e.g., Naar and Henderson, 1961; Snell, 1962; Land,
1968; Schneider and Owens, 1970; Parker and Lenhard, 1987).

Nowadays, the most commonly used theory that explains and describes
soil water hysteresis is the independent domain theory (Poulovassilis, 1962).
Mualem (1973) suggested a similarity hypothesis, according to which the
bivariate domain density distribution function is represented as a product
of two univariate distribution functions. The resulting model significantly
reduced the amount of data required for calibration. In subsequent years,
Mualem (1974, 1977) introduced the universal hysteresis model based on a
non-dimensional formulation (Mualem, 1979). Extension of the domain theory
to the prediction of hysteresis in unsaturated hydraulic conductivity has been
successfully initiated by Mualem (1976).
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6.1.8 Saturation distribution along vertical

Let us consider a homogeneous soil occupied, simultaneously, by water and
air, each at a constant density, and a water table that is very deep below
ground surface. At equilibrium, with no flow occurring within the domain,
the piezometric head within each of the fluid phases, hα, α = w, a, is constant.
Consider two points, m = 1 and m = 2, at elevations z1 and z2, respectively.
Using ρw and ρa as reference densities for the piezometric heads for water
and for air, respectively, we can write (see Subs. 3.2.1) for these two points:

hwm = zm +
pwm
gρw

, and ham = zm +
pam
gρa

, m = 1, 2. (6.1.35)

Since no flow takes place, we write hw1 = hw2, and ha1 = ha2; hence,

z2 − z1 =
pc2 − pc1
g(ρw − ρa)

. (6.1.36)

Choosing the datum level such that Sw = 1.0 at z1 = 0, we have Sw1 = 1,
and pc1 = 0; hence,

z2 =
pc2

g(ρw − ρa)
≈ pc2

gρw
= hc2, (6.1.37)

where the approximation stems from ρa � ρw. Thus, the capillary pressure
head curve, hc = hc(Sw), defines the distribution of water saturation as a
function of the distance above the surface at which pw = 0, and Sw = 1.0. As
the elevation, z, above this surface increases, so does hc, while Sw decreases
with elevation.

The surface at which pw = pa ≡ patm (often taken as pa = 0) is the phreatic
surface, or water table, introduced in Subs. 5.2.1E. The zone immediately
above the phreatic surface is referred to as the capillary fringe. It extends
up to an elevation of about hcr

c above the phreatic surface (Fig. 6.1.7). This
zone is practically saturated, while the (gauge) pressure in the water within
it is negative. From the above discussion on Sw = Sw(z), it follows that the
residual water saturation occurs only at a point that is located sufficiently
high above the water table.

So far, we have been assuming a homogeneous soil profile. Let us now
assume that the soil is layered, with an assumed sharp macroscopic boundary
between two soil domains, I and II (say, a fine and a coarse sand). The
assumption of local equilibrium prohibits any jump in pressure across such a
boundary in both the water and the air phases. This means that

pαI = pαII, for α = w, a, and hence pcI = pcII. (6.1.38)

The condition of equality of pressures at the interface between different
porous media remains valid also when the fluids are moving.
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Figure 6.1.15: Saturation discontinuities at boundaries in a layered soil. (a)
Capillary pressure curves for three soils. (b) Equilibrium moisture distribu-
tion in a three-layered system.

Figure 6.1.15a shows three typical capillary pressure curves for three soils
in the unsaturated zone. Figure 6.1.15b shows the moisture distribution in a
three-layered, unsaturated soil, with the same soils, under equilibrium con-
ditions (i.e., no flow). In this figure we observe θwII > θwI at the interface
between layers I and II. Similarly, θwIII > θwII at the boundary between lay-
ers II and III. Thus, as in (6.1.38), the conditions pcI = pcII and pcII = pcIII
lead to jumps in water saturation between layers I and II and between layers
II and III as the respective boundaries are crossed.

An interesting phenomenon occurs at the interface between two soils. Let
us consider a horizontal layer of unsaturated fine-textured soil that overlies a
coarse-textured one, which is practically dry. The capillary pressure is contin-
uous at the interface between the two soils. The large capillary pressure of the
fine soil, even at high saturations, is sufficient to maintain, at the interface,
the moisture content of the coarse soil essentially at the residual value.

Another case of interest occurs when air tries to move from a coarse-
textured soil into an overlying, practically saturated, fine-textured one. The
air cannot penetrate the fine textured soil until its pressure is equal to the
threshold, or bubbling pressure that corresponds to the fine-textured soil.
Thus, the saturated fine-textured soil acts as a barrier to the upward move-
ment of air.

The concept of threshold pressure introduced above for an air-water system
is also valid for any two-phase (wetting-non-wetting) system. In the latter, the
threshold pressure is the pressure in the nonwetting phase required in order
to overcome the capillary pressure and penetrate into a wetting fluid (water)
saturated domain. Thus, a saturated layer with small pore sizes serves as a
capillary barrier. The density of the non-wetting fluid, ρn, has to accumulate
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to a thickness dn, expressed by

dn =
2γwn cos θLG

gR(ρn − ρw)
, (6.1.39)

before it can penetrate into a barrier with pores of size R.

6.1.9 Specific yield and field capacity

The concept of specific yield , Sy, related to the unsaturated zone, was intro-
duced in Subs. 5.4.1C. It is often used in modeling drainage of agricultural
lands and drawdown of the water table in phreatic aquifers, assuming ‘es-
sentially horizontal flow’. It is defined as the volume of water drained from
a soil column of a unit horizontal cross-sectional area, extending from the
soil surface down to the underlying phreatic surface, per unit lowering of the
phreatic surface’s elevation. Because it takes time to complete the drainage
process and to establish a new moisture distribution, following a rapid change
in water table elevation, the specific yield is a time-dependent quantity. How-
ever, after a sufficiently long time (depending on the type of soil), a new
equilibrium moisture distribution will be reached. It is common to assume
that such conditions have been attained when employing the term ‘specific
yield’ as defined above.

Following the discussion in Subs. 6.1.8, Fig. 6.1.16a shows the moisture
content distribution in a homogeneous soil profile, corresponding to two water
table depths, d′ at time t′, and d′′ (= d′ + Δh) at time t′′ (= t′ + Δt).
The volume of water drained is indicated by the shaded area in the figure.
When the initial and final water tables are sufficiently deep below ground
surface, and a sufficient time has elapsed, so that a new equilibrium moisture
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distribution has been reached, the curves θ′w and θ′′w are identical in shape,
with one being shifted vertically with respect to the other.

The above definition of specific yield is also valid when the rate of water
table drawdown is very small.

With the nomenclature of this figure, and the above definition of Sy, we
have

Sy =
1
Δh

(

φΔh +
∫ d′

0

θ′w(z′, t′) dz′ −
∫ d′′

0

θ
′′
w(z′′, t′′) dz′′

)

. (6.1.40)

When the water table is at a shallow depth below ground surface (Fig. 6.1.16b),
the specific yield, Sy, is a function of both water table depths, d′ and d′′. The
same is true when the soil is inhomogeneous (e.g., layered).

When changes in the water table elevations are slow, the corresponding
changes in moisture distribution have sufficient time to adjust continuously,
and the lag between the lowering of the water table and the total volume of
water drained practically vanishes.

Let us supplement the definition of specific yield presented above by re-
quiring that the volume of water be drained during a sufficiently long time
following the change in water table elevations, such that drainage may be as-
sumed to be complete (or practically so). Then the two equilibrium moisture
profiles have the same shape, i.e., θ

′′
w(z) = θ

′
w(z). Equation (6.1.40) can then

be written as

Sy = φ− 1
Δh

∫ d′′

d′
θ′w(z′) dz′. (6.1.41)

In the limit, as Δh→ 0, we obtain

Sy ≡ φ− θwr ≡ φ(1 − Swr), (6.1.42)

where θwr = φSwr. The volume of water that will drain from a soil column
of unit cross-sectional area is thus Δh × φ(1 − Swr). Note that in view of
the above discussion, the specific yield is a property of a horizontal two-
dimensional model of a phreatic aquifer, or an integrated property of the
vadose zone, and not one at a point in the vadose zone (Subs. 5.4.1C).

In reality, equilibrium conditions are rarely, if ever, reached, or approxi-
mated, even after prolonged periods, unless the soil is very coarse. The reason
is that at low saturations, the low effective permeability to water (Subs. 6.2.1)
will impede the approach to equilibrium.

Thus, in general, the value of θwr (or Swr) relevant to (6.1.42) under ‘quasi-
static’ conditions will exceed corresponding values obtained from laboratory
measurements under conditions that are closer to equilibrium.

The minimum water content attained in practice during drainage under
the influence of gravity is often referred to in soil science as field capacity;
it is approximately equal to θwr. The water content may be reduced below
this value by evaporation. However, this definition is valid only at points
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that are sufficiently high above the water table. Water contents below the
field capacity may be produced by evaporation. Closer to the water table, the
saturation retained against gravity depends on the elevation of the considered
point above the water table. Note that the specific yield has been expressed
above as a function of moisture content. Sometimes, it is expressed in terms
of the corresponding water saturation.

Field capacity is usually defined as the water content remaining in a unit
volume of soil after gravity drainage has ceased, or practically so, after a
period of rain or irrigation. A difficulty inherent in this definition is that
there is no quantitative specification given for what is meant by ‘practically
so’ (some authors add ‘after 2–3 days’). Although, according to this definition,
field capacity is a property of the soil, depending on structure, grain-size
distribution, etc., it is obvious from our previous discussion that the moisture
distribution depends also on the elevation of the considered point above the
water table. Also, close to ground surface, equilibrium conditions are seldom
reached, because of infiltration or evaporation there. Usually, this definition
is useful only if it relates to a unit volume of highly permeable soil, which is
located sufficiently high above a water table, and at a sufficient depth below
ground surface.

To gain some insight into the concepts of water retention and field capacity
introduced above, consider the following case. Following a long period of no
infiltration, water is applied at ground surface, say, by irrigation, such that
infiltration takes place during a finite period. Prior to the application of
irrigation, the moisture in the soil, say above an underlying water table, has
reached equilibrium conditions. As explained above, under such conditions,
the moisture is vertically distributed according to the retention curve.

At any depth below ground surface, water will move, primarily downward,
as long as the water saturation at that point is (1) above the irreducible
water saturation (below which point the permeability to water vanishes),
and (2) above the value that corresponds to the elevation of the point on the
retention curve. Let us focus our attention on a volume of coarse soil at some
depth below ground surface that is sufficiently high above the underlying
water table, such that the water there is at the irreducible moisture content.
At this saturation, the immobile water remaining in the soil takes the form
of pendular rings and isolated blobs, in addition to water in films. If the
volume of water applied at ground surface is sufficiently large, some time
after infiltration begins, we should observe a rise in saturation within the
considered soil volume (and flow will take place). The gradual increase in
saturation will reach some peak, and then saturations will decrease, until the
irreducible moisture content is re-established.

Figure 6.1.17a shows an individual water blob within the void space. It
is bounded by air-water menisci and by (water-wet) solid surfaces (overlook-
ing the presence of water films). We focus our attention on the uppermost
meniscus, and the lowest one. Within the stationary water blob, the pressure
distribution is hydrostatic. Hence, with ru and r� denoting the radii of up-
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Figure 6.1.17: (a) A water blob, and (b) A DNAPL ganglion.

permost and lowest menisci, respectively, and assuming air to be at constant
atmospheric pressure, we have

pa − pw,u ≡ pc,u =
2γwa
ru

, pa − pw,� ≡ pc,� =
2γwa
r�

. (6.1.43)

Hence, for a blob of vertical length Lb, we have:

pw,�−pw,u = 2γwa

(

1
ru
− 1
r�

)

= ρwgLb, Lb =
2γwa
ρwg

(

1
ru
− 1
r�

)

, (6.1.44)

where ru < r�. The radii of the intermediate menisci will correspond to the
varying pressure along the vertical. As drainage takes place, these menisci will
occur in pores that have the appropriate sizes. Obviously, for a blob to be
formed, the presence of an appropriate pore size distribution is required. In
the above expressions, we may replace the meniscus radius by an appropriate
R/ cos θLG, where R represents a throat or pore size.

Immobile DNAPL ganglia are formed when the quantity of a DNAPL
spill at ground surface is sufficiently large, so that when, eventually, the
DNAPL becomes immobile at residual DNAPL saturation, part of it may be
located below the water table. Following the same considerations as presented
above in the air-water system, but now in a water-DNAPL one, we have
(Fig. 6.1.17b)

Lb =
2γNw

(ρN − ρw)g

(

1
r�
− 1
ru

)

. (6.1.45)

Since ρN > ρw, r� > ru, Lb,max occurs when r� → rmin and ru � r�,min. Hunt
et al. (1988) present some examples of the length of DNAPL ganglia.
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6.2 Motion Equations

6.2.1 Coupling between the phases

The two fluid phases, water and air, that occupy the void space in the un-
saturated zone, can be in motion, simultaneously. At every instant, each of
these fluids occupies a well defined subdomain within the void space, with
the two subdomains being separated from each other by microscopic air-water
interfaces. A detailed discussion of the spatial distributions of air and water
within the void space was presented in Sec. 6.1.

In this section, we shall limit the discussion to the movement of air and
water phases of fixed composition, overlooking the possible transfer of chemi-
cal components between phases. We shall also limit the discussion to cases in
which pressure gradients and gravity are the only driving forces. The effects
of concentration of dissolved matter are introduced in Chap. 7.

As in the case of saturated flow, we are interested in macroscopic flux laws
that will express the specific discharge of each of the fluid phases in terms of
macroscopic quantities, such as saturation and pressure.

In Sec. 4.1, Darcy’s law for a single fluid that occupies the entire void space
was first presented as an empirical law. Buckingham (1907), Richards (1931),
and Childs (1967, 1969) assumed that Darcy’s empirical law is also applica-
ble to the flow of a fluid phase in an isotropic unsaturated zone, with the
hydraulic conductivity being a function of the saturation. Later, in Sec. 4.1,
we mentioned that Darcy’s law, say in the form of (4.2.5), can also be de-
rived from fundamental principles, by taking an average (over an REV) of the
microscopic linear momentum balance equation, written for a point within
a fluid phase, and making certain simplifying assumptions. The same pro-
cedure of averaging can also be applied to a fluid phase that occupies only
part of the void space, the remaining part being occupied by one or more
additional fluid phases (e.g., Bear and Bachmat, 1990).

For the sake of simplicity, let us accept here the conceptual model in which
each fluid (in our case, either air or water) occupies (instantaneously) a dis-
tinct portion of the void space. Water, the wetting phase, occupies primarily
the smaller pores, while air, the nonwetting phase, occupies primarily the
larger ones. Although we know that a thin film of water covers the solid face
in the air-occupied pores, we assume that this film, due to its special structure
(Subs. 6.1.2), behaves as if it were an extended part of the solid in transmit-
ting momentum from the air to the solid. Thus, we assume that each fluid
has a microscopic interface with the solid, in addition to an interface with
the other fluid. Let Sws, Swa, and Sas represent the water-solid, water-air
and air-solid interfaces within an REV. Momentum can then be transferred
across each of these internal surfaces.

Consider the water phase. When this phase occupies the entire void space,
the averaged momentum balance equation contains the term
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− 1
Uo

∫

Sws

τ · n dS,

where τ is the microscopic viscous shear in the fluid, Uo is the volume of
the REV, Sws is the water-solid surface within Uo, and n is the outward
unit vector (from the water occupied domain) on Sws. This term expresses
the momentum transfer across the entire water-solid interface within the
averaging volume (REV). In fact, it is this term that leads to Darcy’s law
for single-phase flow. When the same procedure is applied to air and water
flow in the unsaturated zone, the total rate of transfer of momentum from
the water to its surroundings is made up of two parts:

− 1
Uo

∫

Sws

τ · n dS, and − 1
Uo

∫

Swa

τ · n dS.

The first term expresses the resistance to water flow by momentum transfer
across the water-solid interface, and the second one represents the drag at
the water-air interface. In this way, at least in principle, the motion in each
of the two phases is coupled to that of the other; a pressure gradient in one
fluid produces also flow in the other fluid.

One may express this viscous coupling, say between the flux of a wetting
phase (w) and of a nonwetting one (n), in the form:

qrw = −kww(Sw)
μw

· (∇pw + ρwg∇z)− knw(Sn)
μn

· (∇pn + ρng∇z), (6.2.1)

qrn = −kwn (Sw)
μw

· (∇pw + ρwg∇z)− knn(Sn)
μn

· (∇pn + ρng∇z), (6.2.2)

in which we note the coupling coefficients. Coupled two-phase flow in homo-
geneous, isotropic porous media has been studied by many authors (e.g., Rose
(1972, 1988), Sanchez-Palencia (1980), Whitaker (1986a), Kalaydjian (1987),
Auriault et al. (1989)). The significance of this coupling has been also ex-
tensively debated in the literature, starting in the 1950’s (e.g., Yuster,1951;
Odeh, 1959; Bentsen and Manai, 1993; Goode and Ramakrishnan, 1993; and
Lasseux et al., 1996). Rose (1972, 1988, 1990, 1997) and Rose and Rose
(2005) suggested a relationship between the two cross-permeability coeffi-
cients. Avroam and Payatakes (1995) discuss this topic and report on exper-
imental investigations. Unfortunately, relatively few experiments have been
conducted to determine the significance of coupling, due to momentum trans-
fer across fluid-fluid interfaces, that takes place in multiphase flows (e.g.,
Liang and Lohrenz (1994), Dullien and Dong (1996)).

Bear and Bachmat (1990) also add another term to each of the above
equations, due to gradients in (averaged) surface tension between the two fluid
phases. Such gradients may be produced by temperature and concentration
gradients.
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By neglecting the momentum exchange across the (microscopic) interfaces,
e.g., the air-water interface, the resulting averaged momentum balance equa-
tion, written separately for each fluid phase, is identical in form to that
written for that phase when it occupies the entire void space. However, since
the shape and size of the solid-fluid surfaces and of the volumes occupied by
these phases within an REV vary with the saturation of the considered phase,
the resistance to the flow of each fluid phase also depends on its saturation.
Bear and Bachmat (1986, 1990) show that the permeability of a saturated
porous medium depends on (1) certain geometric features of the fluid-solid
interface, (2) a length (hydraulic radius) that characterizes the distance be-
tween the interior of the volume occupied by the considered phase (within
the REV) and the fluid-solid interface, and (3) the porosity. When a fluid
occupies only part of the void space, the geometrical features become func-
tions of the fluid’s saturation, while the porosity is replaced by the volumetric
fraction of the void space occupied by the fluid. The conclusion is that the
permeability of a considered fluid phase is a function of the saturation of that
fluid.

Thus, when the momentum transfer across the water-air interface is much
smaller than across the fluid-solid interface, the motion equation (4.2.5) can
be used also as a good approximation for the flow of a fluid phase in a multi-
phase system, with the permeability being a function of the fluid’s saturation.

By the above brief discussion, we have, actually, based the motion equation
for a fluid in the unsaturated zone on first principles, as we did in Subs. 4.2.1
for a single fluid that occupies the entire void space.

6.2.2 Darcy’s law for unsaturated flow

With the above considerations in mind, we can now write the macroscopic
equations that describe the simultaneous motion of water and air, each oc-
cupying part of the void space, in the form

qrw = −kw(Sw)
μw

· (∇pw + ρwg∇z), (6.2.3)

qra = −ka(Sa)
μa

· (∇pa + ρag∇z). (6.2.4)

In these equations, ∇z denotes a unit vector directed upward, while qrw ≡
φSw(Vw −Vs) and qra ≡ φSa(Va −Vs) are the specific discharges of the
water and the air, respectively, relative to the solid, Vs is the velocity of the
(possibly moving) solid, pw and pa are the pressures in the water and in the
air, respectively, ρw and ρa are the respective fluid densities, φ is porosity,
and Sw and Sa are the respective fluid saturations. We recall that Vw, Va,
Vs, pw, pa, ρw, and ρa denote intrinsic phase averaged quantities, as defined
in Sec. 1.3. When the solid matrix is stationary and nondeformable, i.e., φ is
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a constant and Vs = 0, we may replace qrw by qw, and qra by qa. Obviously,
(6.2.3) and (6.2.4) are also valid for any pair of wetting and nonwetting fluids.

The (tensor) coefficients kw and ka denote the effective permeabilities to
the water and to the air phases, respectively, discussed in Subs. 6.2.3. Equa-
tions (6.2.3) and (6.2.4) are written for the general case of an anisotropic
porous medium and for fluid densities that may depend on pressure, con-
centrations of components, and temperature. These two equations are not
independent of each other. They are linked by the condition Sa + Sw = 1,
and by the relationship between the saturation and the (macroscopic) capil-
lary pressure, pc = pc(Sw), discussed in Subs. 6.1.3.

When water and air densities remain unchanged (or may be assumed to be
practically so), we may rewrite (6.2.3) and (6.2.4) in terms of the piezometric
heads in the water, hw, and in the air, ha, in the form:

qrw = −Kw(Sw) · ∇hw, (6.2.5)

qra = −Ka(Sa) · ∇ha, (6.2.6)

where, following (4.1.4),

hw = z +
pw
ρwg

, ha = z +
pa
ρag

. (6.2.7)

Here,

Kw(Sw) =
kw(Sw)ρwg

μw
, and Ka(Sa) =

ka(Sa)ρag
μa

, (6.2.8)

are the effective hydraulic conductivities to water and to air, respectively.
Because ρa is very small, the (interconnected) air-phase is assumed to be

everywhere under (practically) atmospheric pressure, usually taken as pa = 0.
The equation of motion for the water phase may then take the form:

qrw = Kw(ψ) · ∇(ψ − z), (6.2.9)

where ψ is the suction (or suction head discussed in Subs. 6.1.3). However,
sometimes, a significant resistance to air flow may exist, e.g. when a fine
grained soil becomes water-logged. Then, the assumption of ‘water flow only’
is not justified, and a two-phase flow model must be used.

Another form of the motion equation is often used in soil science for an
isotropic soil and constant ρw. It is based on the assumption that the relations
pc = pc(Sw) and ψ = ψ(Sw) are unique, single-valued functions. Starting with
(6.2.9), we write Darcy’s law in terms of Sw, in the form:

qrw = Kw(Sw) ·
(

dψ

dSw
∇Sw −∇z

)

, (6.2.10)

or
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qrw = −Dw(Sw) · ∇Sw −Kw(Sw) · ∇z, (6.2.11)

where
Dw(Sw) ≡ − Kw(Sw)

(dSw/dψ)
(6.2.12)

is called the moisture (or capillary) diffusivity (dims. L2T−1).
For horizontal flow, (6.2.11) reduces to

qrw = −Dw(Sw) · ∇Sw, (6.2.13)

which, by comparison with Fick’s law of molecular diffusion, explains the
origin of the term ‘diffusivity’ assigned to Dw(Sw).

When the solid matrix is stationary and nondeformable, it is possible to
define another moisture diffusivity

D′
w(θw) = − Kw(θw)

(dθw/dψ)
, θ ≡ Swφ, (6.2.14)

and rewrite (6.2.11) in terms of the moisture content, θw, in the form:

qw = −D′
w(θw) · ∇θw −Kw(θw) · ∇z. (6.2.15)

By examining any of the motion equations presented above, we note that
they are all nonlinear, due to the dependence of the effective permeability
on saturation (and, hence, on fluid pressure, or on water suction). This is a
fundamental feature of multiphase flow in porous media, and is one of the
principal reasons that unsaturated flow problems are more difficult to solve
than saturated ones. Another difficulty is that the two functional relation-
ships, Kw = Kw(Sw) and pc = pc(Sw), which are needed in order to solve
unsaturated flow problems, are really not unique, cannot be easily measured,
and are subject to hysteresis (Subs. 6.1.7).

6.2.3 Effective permeability

Bear and Bachmat (1990) showed that the (macroscopic) coefficients kw and
ka are related to (microscopic) properties of the geometrical configuration of
the portion of void space occupied by each fluid phase. Since, for each phase,
this configuration depends on the phase saturation, the effective permeabili-
ties also depend on the phase saturations, i.e.,

kw = kw(Sw) and ka = ka(Sa).

Another important feature is that for an isotropic porous medium, each of
these effective permeabilities is a second rank symmetric tensor. In compo-
nent notation, we write kwij(Sw) and kaij(Sa) to emphasize that each of the
ij-components, of either kw, or ka, may have a different functional relation-
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Figure 6.2.1: Typical relative permeability curves (a) Without hysteresis, (b)
With hysteresis.

ship to saturation (Bear et al., 1987; Stephens and Heermann, 1988; McCord
et al., 1991; and Friedman and Seaton, 1996).

For an isotropic porous medium, and only for such a medium, relative
permeabilities to water and to air may be defined by (Bear et al., 1987)

krw =
kw(Sw)

ksat
and kra =

ka(Sa)
ksat

, (6.2.16)

where ksat is the permeability at full saturation (Sw = 1). The relative perme-
ability is a convenient and commonly used concept for describing permeability
for multiphase flow in an isotropic porous medium. Note that 0 ≤ krw ≤ 1,
and 0 ≤ kra ≤ 1.

Figure 6.2.1 shows typical relative permeability curves for a wetting phase
and for a non-wetting one. Starting the drainage of a soil sample from full wa-
ter saturation, we note a rapid decline in krw as the larger pores are drained
first, and the flow of water takes place through the smaller pores. This means
that a smaller cross-sectional area is available for flow and that the flow paths
of the water become increasingly more and more tortuous. When the water
saturation is below the irreducible water saturation Swr (Subs. 6.1.4), the wa-
ter remaining in the soil is in the form of isolated pendular rings (Subs. 6.1.4),
and very thin films that cover the solid surface in the larger pores from which
water has already been drained. In this form, the water constitutes a discon-
tinuous, immobile phase that cannot transmit pressure. Thus, krw = 0 for
Sw ≤ Swr. In reality, given enough time, the wetting phase will continue to
drain by gravity in the form of films, reducing the saturation to below the
irreducible saturation (Dullien, 1992). For Sw = 1, temporarily overlooking
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the meaning of the dashed portion of the krw-curve, we have krw = 1, i.e.,
krw(Sw)

∣

∣

Sw=1
≡ ksat.

When a nonwetting fluid is drained as it is being displaced by a wetting
fluid to below a critical saturation value, Snr, referred to as the residual
nonwetting fluid saturation, the latter breaks down into isolated blobs, or
globules. Usually, these remain immobile under the pressure gradient that
drives the wetting fluid. The value of Snr is determined by properties of
the nonwetting fluid and of the solid. This phenomenon can easily be ex-
plained by the concept of capillary pressure discussed in Subs. 6.1.3. The
globules establish their shapes within the void space in response to capillary
forces. These forces establish a pressure gradient within each globule that
opposes that in the mobile fluid around it. Following the Laplace equation
(6.1.7), the capillary pressure is of the order 2γwn/r, where r denotes some
characteristic radius of a pore. Thus, in an immobile globule, the menisci
configurations adjust themselves to maintain a pressure equilibrium with the
mobile wetting fluid, as long as the pressure gradient in that fluid is not too
high. As this pressure gradient increases, at some point, equilibrium can no
longer be maintained, and the globule will be displaced, until equilibrium is
re-established.

This explains why the nonwetting fluid becomes immobile below the crit-
ical saturation Snr. This phenomenon is of major significance in reservoir
(petroleum) engineering and contaminant hydrology, as large quantities of
oil remain immobile in the form of globules; they cannot be mobilized by
the displacing water (which is the wetting fluid). The same phenomenon also
occurs in an air-water system, as water displaces air.

If, at the some value of Sw, the drainage process is stopped and wetting
of the sample begins, the latter cannot be brought back to full saturation.
The air saturation of the sample cannot be lowered to below the residual
air saturation, Sar, because of entrapped air (Subs. 6.1.4). The amount of
entrapped air, in the form of air bubbles and air-filled portion of the void
space completely surrounded by water in the larger pores, grows gradually
as the sample is rewetted. Sometimes, this means that effective permeability
never rises back to more than 0.5 ksat, especially in view of the fact that for
many soils, the slope of the effective permeability-saturation-curve becomes
steeper as full saturation is approached.

The relative permeability curve for air is also shown in Fig. 6.2.1. Again,
we note that kra = 0 for Sa < Sar, and that due to the irreducible water
saturation, kra cannot rise above kra

∣

∣

Sa=1−Swr
, unless we start by wetting

an initially dry sample at Sa = 1.
We emphasize that relative permeability curves have to be determined

experimentally for each particular soil. However, various investigators have
suggested analytical expressions for the relationship between relative perme-
ability (or relative hydraulic conductivity) and saturation. These expressions
were usually obtained by analyzing simplified models of porous media, such
as a bundle of parallel capillary tubes, or a network of such tubes. The re-
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sults, while highlighting the main features of the sought relationship, always
contain numerical coefficients that characterize the considered model. They
cannot be used for soils that have a much more complicated irregular struc-
ture. For a particular soil, the numerical values of the coefficients have to be
determined by fitting the analytical expression to experimental curves. Ana-
lytical expressions (as compared with tables of experimental results) have the
advantages that they can be used in analytical or semi-analytical solutions,
and can more easily be used as input to numerical models.

Following are a few examples, all for isotropic porous media.

• Gardner (1958) suggested the expression

Kw =
a

b+ |ψ|m , (6.2.17)

where a, b and m are constants, with m ≈ 2 for heavy clay soil, and m ≈ 4
for sand. He also suggested the exponential model

Kw = Ksat e
−αψ, (6.2.18)

where α is a soil index parameter, related to pore size distribution, or,
according to Raats (1976), to the reciprocal of a macroscopic capillary
length scale.

• Childs and Collis-George (1950), for the flow of water in the unsaturated
zone, introduced the expression

Kw = B
θ3
w

Σvs
, (6.2.19)

where Σvs is the specific surface area of the soil, and B is a coefficient.

• Irmay (1954) suggested

Kw(Sw) = Ksat

(

S̃w
)3 ≡ Ksat

(

Sw − Swr
1− Swr

)3

, (6.2.20)

where S̃w is the effective water saturation defined in Subs. 6.1.7.

• Corey (1957) suggested a relationship proportional to
(

S̃w
)4.

• Brooks and Corey (1964, 1966) suggested

kw =

⎧

⎪

⎨

⎪

⎩

ksat for pc < pb,

ksat

(

pb

p
c

)
2+λ

λ

for pc ≥ pb,
(6.2.21)

where pb is the bubbling pressure, or air entry pressure, related to the
largest pore size forming a continuous network of water occupied channels
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within the porous medium, and λ is an index of the pore-size distribution
of the porous medium. In this equation, ksat is the permeability at S̃w = 1,
and not at Sw = 1. When combined with (6.1.20), Brooks and Corey (1964)
obtained

kw(S̃w) = ksat

(

S̃w

)ε

, ε =
2 + 3λ
λ

, (6.2.22)

and

ka(S̃w) = ksat

(

1− S̃w
)2[1−

(

S̃w

)γ
]

, γ =
2 + λ

λ
, (6.2.23)

where S̃w is less than some maximum value (usually ≈ 0.85) at which ka
still exists.

• Van Genuchten (1980) suggested the relationship

Kw = Ksat S̃
1
2
w

[

1−
(

1− S̃
1
m
w

)m]2

, (6.2.24)

where m is the same as the coefficient C that appears in (6.1.23).

Effective permeability, or hydraulic conductivity, may also be presented as
a function of the pressure head, ψ. However, the relationship kw(ψ) shows
much more hysteresis than kw(Sw), probably due to the large hysteresis in
the function ψ(Sw). Hysteresis in kw(Sw) is generally ignored because the
function pc(Sw) usually exhibits far greater hysteretic effects and because
the values of the parameters required to describe hysteresis in kw(Sw) are
highly uncertain.

6.3 Mass Balance Equation and Complete Model

In Sec. 5.1, we presented the fundamental concepts underlying the mass bal-
ance equation. We started from the mass balance equation for a fluid contin-
uum, and developed the corresponding equation for saturated flow. Here, we
wish to extend the same basic ideas to the unsaturated zone, where the void
space is occupied by two fluid phases. The motion equations for these two
phases are presented in the previous section. We shall limit the discussion to
the case of a non-deformable porous medium.

6.3.1 Mass balance equations

A. Fundamental equations

We can start from the microscopic mass balance equation (5.1.6), rewritten
here for convenience, as

∂ρ

∂t
= −∇·ρV + ρΓ ′m, (6.3.1)
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noting the comment concerning the source term ρΓ ′m that follows (5.1.6).
As suggested in the discussion in Sec. 5.1.1B, the averaged, or macroscopic
mass balance equation for a fluid phase that occupies part of void space
(volumetric fraction, θα), can be obtained by averaging the microscopic mass
balance equation (5.1.6) over an REV.

As in the case of saturated flow, assuming that the dispersive flux of
the fluid’s mass is much smaller than its advective one (Subs. 7.1.5), i.e.,

|ραVα| � |ρ̊V̊
α

|, we obtain the averaged mass balance equation for any
α-phase, in a multiphase system, in the form

∂

∂t
(θαρα) = −∇·(ραqα) + fα→β + ραΓ

′α, (6.3.2)

where qα = θαVα denotes the specific discharge (= flux) of the α-phase, fα→β

denotes the transfer of α-phase mass into the β-phase, across their common
(microscopic) Swβ-interface, say by dissolution, and the symbol Γ ′α denotes
a source of α-fluid (= added volume of α-phase per unit volume of porous
medium, per unit time), other than through the (microscopic) Sαβ-interface
(e.g., evaporation, in the air-water case).

Let the two fluid phases that occupy the void space in the unsaturated
zone be air and water. In the absence of evaporation or air dissolution, i.e.,
fw→a = 0, the macroscopic mass balance equation for the water can be
obtained from (5.1.5) in the form

∂

∂t
(φSwρw) = −∇·(ρwqw) + ρwΓ

′w. (6.3.3)

Although, as explained above for the microscopic equation, in the rigorous
sense, there cannot be a distributed source of mass in a three-dimensional
space, we have, symbolically, introduced such a source here to denote an
external source of water mass that takes the form of individual points at
which water is injected. Sometimes, such point sources are approximated as
a distributed source. A negative value means withdrawal of water from the
void space. For example, water imbibed by distributed vegetation roots may
be sufficiently well approximated as a distributed water sink.

Under the same conditions, the equation of mass balance for the air is

∂

∂t
(φSaρa) = −∇·(ρaqa) + ρaΓ

′a, (6.3.4)

where Γ ′a represents the volume of air added from external sources per unit
volume of porous medium per unit time.

For constant ρw and ρa, the mass balance equations, (6.3.3) and (6.3.4),
reduce to

∂(φSw)
∂t

= −∇ · qw + Γ ′w, (6.3.5)

UNSATURATED FLOW MODELS
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∂(φSa)
∂t

= −∇ · qa + Γ ′a. (6.3.6)

The complete set of equations that describe the simultaneous flow of air
and water, considered as compressible fluids, in a stationary rigid soil (i.e.,
Vs = 0, ∂φ/∂t = 0, q ≡ qr), neglecting interphase mass transfers and
external sources, are summarized below:

Mass balances for water and air:

φ
∂Swρw
∂t

= −∇·(ρwqw), φ
∂Saρa
∂t

= −∇·(ρaqa). (6.3.7)

Darcy’s law for water and air:

qw = − kw
μw
· (∇pw + ρwg∇z) , qa = − ka

μa
· (∇pa + ρag∇z) . (6.3.8)

Capillary pressure and density relationships:

pc = pa − pw = pc(Sw), ρw = ρw(pw), ρa = ρa(pa). (6.3.9)

Sum of saturations:
Sw + Sa = 1. (6.3.10)

Altogether eight equations that must be solved simultaneously for the eight
variables:

pw, pa, Sw, Sa, ρw, ρa, qw, qa.

In three-dimensional domains, these are twelve scalar variables and twelve
scalar equations.

We wish to emphasize that we have here only two partial differential equa-
tions to be solved for two (properly selected) variables. The remaining vari-
ables can be determined from them. The concept of primary variables is
introduced in Subs. 7.9.4, where we consider the general case of multiple mul-
ticomponent phases under nonisothermal conditions in a deformable porous
medium.

Although not always justified, very often, in practice, only the flow of
the water is considered, overlooking air flow. For example, it is certainly not
justified when air flow is produced by air injection and/or extraction as part
of contaminant cleanup operations. The assumption underlying the ‘water
flow only’ model is that the resistance to flow in the air phase is everywhere
negligible, so that we have hydrostatic pressure distribution in the air, i.e.,
∇ha = 0. We certainly have stationary air in steady flow of water. Because
air density is very small, the air-phase is assumed to be everywhere under
(practically) atmospheric pressure, usually taken as zero pressure. Of course,
if this assumption cannot be made, like when both fluids are moving, the
‘water flow only’ model cannot be used, and we have to add and solve a mass
balance equation for the air.
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B. Deformable porous medium

In a deformable porous medium, ∂φ/∂t �= 0. The case of saturated flow in
a deformable porous medium was discussed in Sec. 5.1.2. Let us extend this
discussion to unsaturated flow, following the same approach. We shall focus
on the mass balance equation for the water. As in the case of saturated flow,
we start by analyzing the term on the l.h.s. of (6.3.3), which expresses the rate
at which mass of water is accumulated in a unit volume of porous medium
as a consequence of flow and of water sources. Following the presentation in
Sec. 5.1.2, we can rewrite this term in the form

∂

∂t
φSwρw = φSw

∂ρw
∂t

+ Swρw
∂φ

∂t
+ φρw

∂Sw
∂t

. (6.3.11)

We note the three effects that contribute to the added water mass: fluid com-
pressibility, solid matrix compressibility, and saturation change. In general,
ρw = ρw(pw, cw, T ), but here we focus on ρw = ρw(pw). The case of variable
density as a function of concentration is considered in Subs. 9.3.1.

The first term on the r.h.s. can be expressed, similar to the saturated case,
by making use of the relationship (5.1.29). For the second term, we follow the
discussion on effective stress that, for saturated flow, leads to the relationship
(5.1.41). This relationship can be extended to unsaturated flow by replacing
pw

w by some average fluid pressure in the void-space, pvoid
v. For example,

for the air-water system in the unsaturated zone, the average pressure in the
water, pww, may be replaced by pvoid

v, defined by

pvoid
v = Swpw

w + Sapa
a, (6.3.12)

i.e., using fluid saturations as weights in determining the mean pressure.
Aitchison and Donald (1956) suggested the relationship

pvoid
v = χ(Sw)pww, (6.3.13)

where χ(Sw) is some function of the saturation. We recall that for pa = 0,
we have Sw = Sw(pww). With (6.3.13), equation (5.1.41) becomes

σ = σ′
s − χ(Sw)pwwI. (6.3.14)

Bear et al. (1984) used (6.3.14) with χ(Sw) = Sw.
With the introduction of Sw and χ(Sw), we can extend (5.1.48) for two-

phase flow to the form

∂φ

∂t
= (1− φ)α

(

χ(Sw)
∂pw
∂t

+ pw
∂χ

∂Sw

∂Sw
∂t

)

. (6.3.15)

To obtain an expression for the third term on the r.h.s. of (6.3.11), we apply
the chain rule of differentiation to the term ∂Sw/∂t, and noting that Sw =
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Sw(pc), we obtain

∂Sw
∂t

=
dSw
dpc

∂pc
∂t

=
dSw
dpc

(

∂pa
∂t
− ∂pw

∂t

)

. (6.3.16)

We define the water (moisture) capacity, Cw, by

Cw = −φdSw
dpc

. (6.3.17)

Then,
∂Sw
∂t

=
Cw
φ

(

∂pw
∂t
− ∂pa

∂t

)

. (6.3.18)

If pa is constant, ∂pa/∂t = 0, and

∂Sw
∂t

=
Cw
φ

∂pw
∂t

. (6.3.19)

In this case, we may also write Sw = Sw(pw); therefore,

∂Sw
∂t

=
dSw
dpw

∂pw
∂t

, and Cw = φ
dSw
dpw

. (6.3.20)

Altogether, we obtain

∂

∂t
(φSwρw) = ρw

{

φSwβw + φ
dSw
dpw

+Sw(1− φ)α
[

χ(Sw) + pw
dχ
dSw

dSw
dpw

]}

∂pw
∂t

, (6.3.21)

in which α is defined by (5.1.46), and χ(Sw) is defined in (6.3.13).
Equation (6.3.21) can be rewritten in a form analogous to (5.1.49), with a

specific mass storativity that takes into account also the change in saturation.
For the saturated zone, Sw = 1, χ(Sw) = 1, and (6.3.21) reduces to (5.1.49).

One may easily define a specific storativity with respect to changes in
piezometric head (actually, in terms of Hubbert’s potential, h∗, defined in
(4.1.6)), by making use of the relationship

∂h∗

∂t
=

1
ρw(p)g

∂pw
∂t

. (6.3.22)

Thus, groundwater hydrologists define a specific storativity, S∗
o , defined as the

volume of water released from storage in a unit volume of porous medium, per
unit decline in the piezometric head (e.g., Bear, 1972). Here, this definition
is expressed by (5.1.52), repeated here for convenience
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ρwS
∗
o

∂h∗

∂t
= Sm∗

op

∂pw
∂t

. (6.3.23)

By assuming χ(Sw) ≡ 1 for saturated flow, we have overlooked the possibility
of entrapped air that may fill up part of the void space. We also note that,
while the specific storativity of a saturated zone depends on water pressure
only, through φ = φ(pw), the specific mass storativity in the unsaturated
zone varies also with pa, through Sw(pc).

With the above developments, the mass balance equation for water in a
deformable porous medium, (6.3.3), takes the form

ρw

{

φSwβw + φ
dSw
dpw

+ Swα

[

pw
dχ
dSw

dSw
dpw

+ χ(Sw)
]}

∂pw
∂t

= −∇·(ρwqrw) + ρwΓ
′w. (6.3.24)

We can write this equation also in the form (5.1.53), repeated here for con-
venience:

Smop
∂pw
∂t

= −∇·(ρwqrw) + ρwΓ
′w, (6.3.25)

in which the coefficient is defined by (6.3.24). Note that Smop is different from
the coefficient Sm∗

op defined by (6.3.21), and that in the divergence term on
the r.h.s. we have qrw rather than qw. The explanation is given following
(5.1.54). There should not be any difficulty in writing the above equation in
terms of the piezometric head instead of pressure.

C. Flow equations

As in saturated flow, the term flow equation is used for the mass balance
equation for a fluid phase, combined with the appropriate form of the mo-
tion equation, e.g., Darcy’s law. In two-phase flow, the objective is to obtain
a single equation for each phase, written in terms of a single state variable,
e.g., pressure, piezometric head, or saturation. Actually, in most two- or three-
phase cases, the phases are strongly coupled and this goal cannot be achieved
because of the non-analytical form of the relevant constitutive equations. It
is, therefore, often preferable to leave the mathematical model in its original
form (of balance, motion, and constitutive equations), and handle the com-
plexity through the algorithm of the numerical solution, rather than attempt
to eliminate variables (and equations).

In the following, we shall assume that hysteresis in Cw may be neglected
(Subs. 6.1.7).

In terms of pressure

First, we focus on the balance equation for water in the unsaturated zone.
Any of the balance equations: (6.3.3), (6.3.5), and (6.3.25), may be used as
a point of departure.
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Let us start by assuming that water is a compressible fluid, with ρw =
ρw(pw), so that the motion equation (= Darcy’s law) takes the form of (6.2.3).
Furthermore, we assume that changes in porosity, due to changes in fluid
pressures, may be written in the form (6.3.15), i.e., as an explicit function of
pw and Sw, and of changes in these quantities only. This assumption implies
(6.3.25), using (6.3.18). Then, with no interphase mass transfers, we obtain
the following flow equation for water in a deformable porous medium:

Sm∗
op

∂pw
∂t
− ρeCw

∂pa
∂t

= ∇·
[

ρw
kw(Sw)
μw

· (∇pw + ρwg∇z)
]

+ φSwρwΓ
′w,

(6.3.26)
where the specific mass storativity, Sm∗

op , is defined by

Sm∗
op = ρw

[

φSwβw − φ
dSw
dpc

+ αSw

(

χ− pw
dχ

dSw

dSw
dpc

)]

. (6.3.27)

Using the definition (6.3.17) for water capacity, Cw, we also have

Sm∗
op = ρw

{

φSwβw + Cw(Sw) + αSw

[

pw
φ

dχ
dSw

Cw(Sw) + χ(Sw)
]}

,

(6.3.28)
in which ρw = ρw(pw), and pc ≡ pa − pw = pc(Sw). Although our objective
was to write an equation in terms of only a single variable, pw, pa also appears,
because of the relationship between Sw and the capillary pressure, pa − pw.
If pa = 0 (or a constant), then (6.3.26) is an equation for pw only.

To solve (6.3.26), a companion equation for the air phase is required (e.g.,
pa = 0). We also need information on Γ ′w, kw = kw(Sw), ρw = ρw(pw), φ, βw,
χ = χ(Sw), and Sw(pc). In a deformable porous medium, the porosity, φ, also
varies with water (or, generally, the fluid) pressure, and we need information
on the coefficient α.

Rather than continue with this quite complicated case of a deformable
porous medium in the unsaturated zone, let us assume here that under the
pressure changes that take place in the unsaturated zone, the solid matrix
may be considered nondeformable. This is the more common case in practice.

Thus, for a nondeformable, stationary porous medium, i.e., ∂φ/∂t = 0,
Vs = 0, qr ≡ q, the flow equation for water takes the form:

φ
∂ρwSw
∂t

= ∇·
[

ρw
kw(Sw)
μw

· (∇pw + ρwg∇z)
]

+ φSwρwΓ
′w. (6.3.29)

Alternatively, with Cw = Cw(Sw) = φdSw/dpc, we have

ρw [φSwβw + Cw]
∂pw
∂t
− ρwCw

∂pa
∂t

= ∇·
[

ρw
kw(Sw)
μw

· (∇pw + ρwg∇z)
]

+ φSwρwΓ
′w. (6.3.30)
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An analogous equation can be written for the gaseous phase.
If we invoke assumption (5.1.26), which is usually justified in practice also

in the unsaturated zone, (6.3.30) reduces to

(φSwβw + Cw)
∂pw
∂t
− Cw

∂pa
∂t

= ∇·
[

kw(Sw)
μw

· (∇pw + ρwg∇z)
]

+ φSwΓ
′w. (6.3.31)

Under the same conditions, although less justified, we obtain for air

(φSaβa + Cw)
∂pa
∂t
− Cw

∂pw
∂t

= ∇·
[

ka(Sa)
μa

· (∇pa + ρag∇z)
]

+ φSaΓ
′a. (6.3.32)

The partial differential (flow) equations, (6.3.31) and (6.3.32), the constitu-
tive relations, ρw = ρw(pw) and ρa = ρw(pa), the capillary pressure relation-
ship, pa − pw = pc(Sw), and the constraint, Sw + Sa = 1, constitute a set of
six equations to be solved simultaneously for the six state variables: pa, pw,
ρw, ρa, Sw, and Sa. We note that only two of the six equations are partial
differential equations that have to be solved, say for pw and Sa (or any other
selected pair of independent variables). For example, we may select pw and
pa, and solve (6.3.31) and (6.3.32), with appropriate initial and boundary
conditions related to the flow of the respective fluid phases. The concept of
primary variables is introduced in Subs. 7.9.4.

Once these variables have been determined, the other four can be derived
from the remaining four equations. The two partial differential equations
are coupled by the capillary pressure relationship, and, therefore, have to
be solved simultaneously. A knowledge of the saturations will also provide
information on Cw(Sw), kw(Sw) and ka(Sa). The source terms, φSwρwΓ ′w,
and Γ ′a, may also depend on these state variables.

In terms of piezometric head

When ρw, ρa = const., we may write the flow equations for water and air
in terms of the piezometric heads, hw(= z + pw/ρwg) and ha(= z + pa/ρag).
For example, for a nondeformable, stationary porous medium (∂φ/∂t = 0,
qr ≡ q), we make use of the motion equations (6.2.5) and (6.2.6), to obtain
for the water:

C′
w(Sw)

(

∂hw
∂t
− ρa
ρw

∂ha
∂t

)

= −∇·[Kw(Sw) · ∇hw], C′
w = ρwgCw.

(6.3.33)
where, for the sake of simplicity, we have omitted the source terms, and
C′
w(Sw) expresses another moisture capacity. For air, the flow equation is
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C′
w(Sw)

(

∂ha
∂t
− ρw

ρa

∂hw
∂t

)

= −∇·[Ka(Sa) · ∇ha]. (6.3.34)

In terms of suction

When only water flow (at ρw = const.) is being considered, assuming
that pressure in the air is approximately atmospheric, viz., pa ≈ 0, we often
express the water balance equation in terms of the suction, or suction head,
ψw (= −pw/ρg), introduced in Subs. 6.1.3. From (6.3.33), we then obtain

C′
w(ψw)

∂ψw
∂t

= ∇·[Kw(ψw) · ∇(z − ψw)]. (6.3.35)

In terms of moisture content—Richards’ equation

We continue to limit the discussion to the case of a stationary, nonde-
formable porous medium, ρw = const., and constant air pressure. Making
use of the motion equation (6.2.11), and omitting source terms, (5.1.20) be-
comes

∂θw
∂t

= ∇·[Dw(θw) · ∇θw] +∇·[Kw(θw) · ∇z], (6.3.36)

known as Richards’ equation.
If the effect of gravity, represented by the second term on the right-hand

side of (6.3.36), is neglected, or the flow is horizontal, (6.3.36) reduces to

∂θw
∂t

= ∇·[Dw(θw) · ∇θw], (6.3.37)

known as moisture diffusivity equation.
When the porous medium is deformable, ∂φ/∂t �= 0, and the flow equation

should be written in terms of saturation as a state variable.
The flow equation in the form of (6.3.37) has been proven useful, especially

in the development of analytical and quasi-analytical solutions to problems of
unsaturated flow (Irmay, 1968; Brutsaert, 1968; Philip, 1969; Parlange, 1971,
1972; Braester, 1973; Broadbridge and White, 1988).

D. Flow with interphase mass transfer

In many cases of multiphase flow, phase components are exchanged among
the fluid phases. Dissolution of air in water and evaporation of water in the
unsaturated zone, may serve as examples. In fact, a term, fα→β , that ex-
presses the transfer of phase mass, from one phase (α) to the other (β),
appears in the fundamental mass balance equation (6.3.2). However, imme-
diately after introducing this equation, we have assumed that none of these
exchange processes takes place, and developed mass balance equations with-
out these source/sink terms. Here, we shall construct models that take into
account processes of phase change under isothermal conditions.
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Although we have referred above to ‘mass of a phase’ that crosses in-
terphase boundaries, it is actually mass of certain phase components that
do so. The transport of fluid phase components is discussed in details in
Subs. 7.9.3. There, we consider three fluid phases, and the emphasis is on the
various mechanisms of transport of individual components. Our objective
here is to introduce an example that involves the phenomenon of interphase
mass exchange in the case of two fluid phases, with its effect on fluid density.

We consider a case in which the wetting phase is an aqueous liquid denoted
by subscript �, and the nonwetting phase is a gas, denoted by subscript g.
The liquid is assumed to be made up of two components: (primarily) pure
water (= H2O), denoted by superscript w, and dissolved air, denoted by
superscript a. The gas is also made up of two components: (primarily) ‘dry’
air, superscript a, and water vapor, denoted by superscript w. Accordingly,
cw� and ca� will denote the mass of pure water and of dissolved air, respectively,
both per unit volume of the liquid phase, while cag and cwg will denote the mass
of (dry) air and of water vapor, respectively, per unit volume of the gas.

Because we are considering here components of phases, we have to take
into account the flux of these components due to hydrodynamic dispersion
(discussed in Subs. 7.1.4 and 7.1.5). Thus,

Jγhα(= J∗γ
α + Jγα),

denotes the sum of dispersive and diffusive fluxes of the γ-component in the
α-phase, per unit area of the latter (Subs. 7.1.7).

Four phase change phenomena occur: evaporation of water, condensation
of water vapor, dissolution of air in the liquid, and release of dissolved air into
the gaseous phase. In the balance equation for the mass of a γ-component,
the symbols fγ�→g and fγg→� will indicate, the rate of transfer from liquid to
gas and from gas to liquid, respectively, of a γ-component, both in terms of
mass of component per unit volume of porous medium. For example, fa�→g is
the rate at which mass of dry air is added to the gaseous phase from the liquid
phase (i.e., evaporation). We note that fa�→g = −fag→� and fw�→g = −fwg→�.

With these symbols, and making use of the component mass balance equa-
tion (5.1.5), in which we replace eα by cγα, and with the appropriate f -symbol
replacing the surface integral, we can now write one mass balance equation
for each of the four combinations of phases and components.
Mass balance for ‘pure’ water in the liquid phase:

∂θ�c
w
�

∂t
= −∇·θ�(cw� V� + Jwh�) + fwg→� + θ�ρ�Γ

w
� , (6.3.38)

where θ�cw� V� denotes the advective flux of the w-component in the �-phase
and θ�ρ�Γ

w
� denotes an external source of the w-component (= mass of water

per unit volume of porous medium).

For dissolved air in the liquid phase:
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∂θ�c
a
�

∂t
= −∇·θ�(ca�V� + Jah�) + fag→� + θ�ρ�Γ

a
� . (6.3.39)

For ‘dry’ air in the gaseous phase:

∂θgc
a
g

∂t
= −∇·θg(cagVg + Jahg) + fa�→g + θaρaΓ

a
g . (6.3.40)

For water vapor in the gaseous phase:

∂θgc
w
g

∂t
= −∇·θg(cwg Vg + Jwhg) + fw�→g + θgρgΓ

w
g . (6.3.41)

The expressions for the advective liquid- and gas-phase fluxes, to be inserted
in these component balance equations, are

q� ≡ θ�V� = − k�
μ�
· (∇p� + ρ�g∇z), (6.3.42)

and
qg ≡ θgVg = − kg

μg
· (∇pg + ρgg∇z), (6.3.43)

in which we regard the effective permeabilities as known functions of the
moisture content, θ�.

The capillary pressure,

pg − p� = pc(θ�), (6.3.44)

in which pc(θ�) is assumed to be a known function, relates the pressures in
the two phases to the moisture content. In addition, we have

θ� + θg = φ. (6.3.45)

Concentrations of components (= partial densities) are related to phase den-
sities by

ρ� = cw� + ca� , (6.3.46)

ρg = cag + cwg . (6.3.47)

Underlying the above two equations is the assumption (reasonable in the case
considered here) that the volume of water is not affected by the considered
phase exchange phenomena (compare with Subs. 9.3.1).

At this point, we have 14 scalar equations in terms of 18 scalar variables:
cw� , ca� , c

a
g , cwg , V�, Vg, p�, pg, θ�, θg, ρ�, ρg, and the two rates of exchange,

fw�→g (= −fwg→�), and fag→� (= −fa�→g). The Jh’s have not been counted
as variables, because they can be related to the advective phase fluxes and
to concentration gradients (Subs. 7.1.7). The source functions, Γ a� , Γ ag , etc.,
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are also assumed known, as are the constitutive relations μ�(p�, cw� , . . .), and
μg(pg, cag , . . .).

To eliminate the rates of phase change from the component balance equa-
tions, we sum up, for each component, the corresponding balance equations
for the two phases. The result is a single balance equation for the considered
component in the porous medium.

The two mass balance equations for the components for the porous medium
as a whole, are:
Mass balance equation for pure water, obtained by summing (6.3.38)
and (6.3.41), is

∂

∂t
(θ�cw� + θgc

w
g ) = −∇·(θ�cw� V� + θgc

w
g Vg)

−∇·(θ�Jwh� + θgJwhg) + θ�ρ�Γ
w
� + θgρgΓ

w
g . (6.3.48)

Mass balance equation for dry air, obtained by summing (6.3.39) and
(6.3.40), is

∂

∂t
(θ�ca� + θgc

a
g) = −∇·(θ�ca�V� + θgc

a
gVg)

−∇·(θ�Jah� + θgJahg) + θgρgΓ
a
g + θ�ρ�Γ

a
� . (6.3.49)

In this way, we have eliminated the rates of phase change, but now each of
the fluid phase balance equations involves component concentrations in both
phases.

Altogether, we now have 12 scalar equations for the 16 scalar variables.
The required additional equations must express thermodynamic relationships
between components in the two phases. This calls for the introduction of two
additional variables, the partial pressures for the gaseous phase, pag and pwg ,
with the relationship

pag + pwg = pg. (6.3.50)

Now we have 13 equations and 18 state variables to be solved for.
As an example of the relations between component concentrations, densi-

ties, and pressures, we may use the symbolic expression

ca� = ca� (pg, p�), (6.3.51)

that relates air solubility in liquid water to air and water pressures. Alter-
natively, we may use Henry’s law, which relates the mole fraction of a gas
component (= the solute) in a dilute liquid solution (= the solvent) to its
partial pressure in the solution. In addition, assuming that the water vapor
and the dry air components in the gaseous phase behave as ideal gases, we
can write for the gaseous (air) phase
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pwg =
RT

Mw
cwg , pag =

RT

Ma
cag , (6.3.52)

where R (= 8.1347 Joule/mole◦K) is the universal gas constant, T is the
absolute (◦K) temperature, and Mw (= 18 gr/mole) and Ma (= 29 gr/mole)
are the molar masses of ‘pure’ water and ‘dry’ air, respectively.

The relative humidity in the soil, hr (= cwg /c
w
g

∣

∣

sat
), in which cwg

∣

∣

sat
is the

vapor’s concentration (= density) at saturation, is given by (Edelfsen and
Anderson, 1943)

cwg
(cwg )

∣

∣

∣

sat
= exp

{

−pg − p�
ρ�

Mw

RT

}

. (6.3.53)

Finally, the mass density of the liquid phase is related to its pressure and to
the amount of air dissolved in it by

ρ� = ρ�(p�, ca� ). (6.3.54)

Altogether we now have 18 scalar equations in 18 scalar variables. In principle,
with appropriate initial and boundary conditions, a solution can be obtained.

E. Combined saturated-unsaturated flow model

A coupled saturated-unsaturated model, with a moving phreatic surface sep-
arating the two zones, sounds rather complicated. However, by comparing
the flow equation for the unsaturated zone, (6.3.26), with no interphase mass
transfer and with pa = 0, with (5.1.73) for the saturated zone, we note
that the two are identical in form. For the former, the specific storativity
is expressed by (6.3.28), while for the latter, it can be expressed by the
same equation, with Sw = 1 and χ = 1. Hence, we may treat the combined
saturated-unsaturated domain as a single one, in which the pressure in the
water is the only state variable that satisfies (6.3.26), as long as the pres-
sure in saturated regions of the domain stays above zero. In fact, this should
not be surprising, as each of the two equations expresses nothing but the
mass balance of the water in the porous medium domain. The advantage of
this (combined) approach is that we have removed the phreatic surface as a
boundary. The two domains constitute a single continuous domain with pres-
sure as a variable that varies in a continuous way throughout the domain. In
computer codes that are used for solving for the flow in such a domain, we
insert the constraints:
Saturated zone

pw > 0, Sw = 1,
kw = kw(x). (6.3.55)

Unsaturated zone

pw < 0, Sw = Sw(pw), Swr ≤ Sw ≤ 1,
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kw =
{

kw(Sw(x, t)),
kw = 0,

Sw > Swr,
Sw ≤ Swr.

(6.3.56)

6.3.2 Initial and boundary conditions

The need for initial and boundary conditions and their role in models has al-
ready been presented and discussed in Sec. 5.2, in connection with saturated
flow. There, we have also discussed the general concept and representation of
boundary surfaces, and the principles that serve as the basis for determining
boundary conditions. In connection with two phase flow in the unsaturated
zone, it may be of interest to note the discussion in Subs. 5.2.1. Here, we
are discussing the simultaneous flow of two (assumed immiscible) fluids, like
water and air, with no sharp (macroscopic) interface between them. Instead,
there always exists a zone across which the saturation varies in space and
time. Finally, in Sec. 5.2, we have presented a number of boundary condi-
tions that are commonly encountered in saturated flow. Here, we shall discuss
conditions that are usually encountered when modeling flow in the unsatu-
rated zone.

Needless to say that when we model the simultaneous flow of two (as-
sumed) immiscible fluids, we have two degrees of freedom, i.e., two inde-
pendent variables to solve for, and we have two partial differential balance
equations to be solved simultaneously. The kind of PDE describing the mass
balance requires only one condition on each boundary segment. We should
prefer a condition based on flux continuity, if such information is available. If
not, we shall base the condition on available information on values of a scalar
variable, e.g., pressure or saturation. Sometimes, approximations concerning
the continuity in fluxes produce a jump in the values of the variables; we have
to accept this consequence.

A. Initial conditions

Initial conditions specify the values of the two selected (macroscopic) depen-
dent variable, e.g., pw, pa, Sw, θw, or hw, at all points within the modeled
domain at some initial time, usually taken as t = 0. For example, in terms of
pw, initial conditions may take the form (5.2.5), in which we replace p by pw.

B. General boundary condition

The discussion in Subs. 5.2.1B is valid also here. In fact, we note that (5.2.7)
is already written for the general case of multiple fluid phases. However,
we have to be careful in the case of a boundary of discontinuity between two
different porous media. The pressure in each fluid must undergo no jump, but,
following the discussion in Subs. 6.1.8, there is always a jump in saturation,
because it is a non-thermodynamic variable.

Following are some of the more commonly encountered boundary condi-
tions for unsaturated flow. In each case, the boundary condition has to be
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stated in terms of the relevant state variable of the problem. The boundary
surface is defined by the equation F (x, t) = 0 discussed in Subs. 5.2.1.

C. Boundary of prescribed saturation, or moisture content

In this case, the external domain imposes a certain saturation on the domain’s
boundary. In practice, this kind of boundary seldom occurs, except in the case
of full saturation, Sw = 1, such as when the considered domain is in contact
with a body of water (a lake, a river, or a pond). For example, Sw = 1
is prescribed on the bottom of a water pond, dictating there a surface at
full saturation (even in the limiting case, when a very thin layer of water
is present in the pond). Similarly, under the assumption of completely dry
soil, the condition Sa = 1 is prescribed at ground surface that serves as a
boundary to the unsaturated domain.

Another possibility is to prescribe the moisture content, θw (≡ φSw). For a
deformable porous medium, ∂φ/∂t �= 0, it is better to prescribe the boundary
conditions in terms of Sw.

When ground surface without ponding serves as the upper boundary for
the unsaturated zone, neither the water pressure on it, nor the water sat-
uration are known. The only information that we have is the rate of water
infiltration through such boundary (including the case of no-infiltration). This
information is then used to specify the boundary condition (see below).

D. Boundary of prescribed pressure, head, or suction

As in the case of prescribed saturation, the value of pw is seldom known on
a boundary, except when a porous medium domain is bounded by a body of
water (e.g., a pond). In the latter case, the pressure along the pond’s bottom
is dictated by the depth of water in the pond. Whenever the density, ρw, is
constant, the piezometric head, hw, or the suction, ψ (≡ −pw/ρwg), may also
be prescribed on such a boundary.

In air-water flow, atmospheric conditions at ground surface are employed.
The condition is specified air pressure, pa = patm, or specified matric suction,
ψ = ψo, where Kelvin’s law,

ψo =
RTρw
Mw

lnhr, (6.3.57)

is used to relate suction to relative humidity, hr, in the atmosphere. In this
equation, R is the universal gas constant, T is the temperature, and Mw is
the molecular weight of water.

Another type of boundary condition at ground surface, for air-water flow
in the unsaturated zone, is pa = patm for the air phase, and a known flux for
the water phase. Yet, another type of boundary condition, appropriate under
a pond, is known water pressure, and no flux of air phase.
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The boundary condition that specifies the value of Sw, pw, ψ, or hw along
a boundary segment is a boundary condition of the first type, or Dirichlet
boundary condition.

E. Boundary of prescribed water flux

This case occurs, for example, when water (e.g., from rainfall or irrigation by
sprinklers) infiltrates at a known rate through ground surface, which serves
as a boundary to the unsaturated zone. This includes the case of no-flow
through such a boundary.

Ground surface is a material surface with respect to the solid, and hence,
(5.2.9) is applicable, i.e.,

(Vs − u)
∣

∣

side 1
· n = (Vs − u)

∣

∣

side 2
· n = 0. (6.3.58)

Since the microscopic water-solid and air-solid interfaces are material with
respect to fluid mass, (5.2.7) can be written separately for every fluid phase.

With [[ ρf ]]1,2 = 0, assuming no dispersive flux of the total mass of a
phase, and replacing (V−u) by (V−Vs) + (Vs −u), the general boundary
condition, (5.2.7), takes for such a surface the form:

[[ θα(Vα − u) ]]1,2 · n = 0. (6.3.59)

Thus, with (5.2.9), for an α-fluid phase, α = w, a, the last equation reduces
to the form of (5.2.11), repeated here for convenience as

[[ qrα ]]1,2 · n = 0, or qrα
∣

∣

1
· n = qrα

∣

∣

2
· n, (6.3.60)

in which one of the sides, say side 2, is the external (atmospheric) one. The
relative specific flux, qrα, is expressed by an appropriate motion equation.

For an impervious boundary, say, a pervious side 1 and an impervious side
2, equation (5.2.11) reduces to (5.2.12). Note that this equation constrains
only the normal component of the flux. The tangential components may take
on any value, meaning that we may have slip along the boundary.

Let N denote the prescribed flux (say, upward for evaporation and down-
ward for infiltration) on the external side of a stationary (u = 0) ground
surface, described by F = F (x), with n ≡ ∇F/|∇F | denoting the unit out-
ward normal vector to it. We assume that the water density, ρw, on the
external side is the same as within the unsaturated zone, and that it is a
constant. Then, the prescribed flux boundary condition takes the form of
(5.2.13), repeated here for convenience as

qrα · ∇F = N |∇F |, N = N · n. (6.3.61)

In this equation, qrα can be expressed by any of the motion equations pre-
sented in Chap. 4. For example, in terms of ψ, we use (6.2.9), and (5.2.13)
becomes
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[Kw(ψ) · ∇(ψ − z)] · n = N · n. (6.3.62)

As this condition specifies the gradient of a scalar variable on the boundary, it
is a boundary condition of the second kind, or a Neumann boundary condition.

For a horizontal ground surface that serves as the upper boundary of the
unsaturated zone, n ≡ ∇z. If the soil is isotropic and the infiltration is
vertically downward, i.e., N = −N∇z, we obtain from (6.3.62):

N = −Kw(ψ)
∂ψ

∂z
+ Kw(ψ), (6.3.63)

or, in terms of θw and using (6.2.15), we obtain

N = Dw(θw)
∂θw
∂z

+ Kw(θw). (6.3.64)

The boundary condition (6.3.63) or (6.3.64) specifies a constraint that is a
combination of ψ (or θw) and ∇ψ (or ∇θw). This is a boundary condition of
the third type, or a Robin boundary condition.

The condition of prescribed flux provides no explicit information on the
values of the state variables, say θw or ψ, at (i.e., just inside) the boundary.
These values will adjust themselves (thus modifying also the values of the
effective hydraulic conductivity, Kw(ψ)) to accommodate the specified rate
of flow through the boundary. The flux through a ground surface that serves
as the upper boundary of the unsaturated zone, requires special attention.

F. Infiltration and evaporation at ground surface

This type of boundary always occurs when ground surface serves as the upper
boundary of a modeled subsurface unsaturated domain (= vadose zone). For
the air, we can specify atmospheric pressure as a known value. However, for
the water, neither the pressure nor the saturation is known. The boundary
condition to be used in such a case is that of specified flux (due to infiltra-
tion or evaporation), with the special case of zero flux when no infiltration
from precipitation or from irrigation takes place. There are two approaches
that one can take: (1) specify the net infiltration flux (= precipitation minus
evaporation), if it is known, or (2) model the evaporation by specifying the
relative humidity, hr, in the air close to ground surface, and use Kelvin’s law
in (6.3.57) to specify the resulting suction in the water that occupies the void
space close to ground surface. The specified suction is then used as a first
type boundary condition. The second approach usually requires that thermal
effects be also modeled.

To gain some understanding about what is involved in determining infil-
tration, let us start with a few remarks on infiltration. More information on
this subject may be found in standard texts on hydrology (e.g., Chow, 1964;
Maidment, 1993; Bras, 1990).
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Depending on the local conditions during a storm, e.g., rate of precipita-
tion, type of soil, vegetation cover, surface topography, climatic conditions,
antecedent soil moisture, etc., part of the precipitation reaching ground sur-
face infiltrates through the latter and continues to percolate downward to-
wards an underlying water table. The remaining part will either pond above
ground surface, or become surface runoff. Infiltration also takes place from
water storage ponds and infiltration basins used for artificially recharging the
underlying aquifer (Subs. 3.4). When the supply of water to ground surface
exceeds the rate of infiltration, which is commensurate with the properties of
the soil and its moisture content, the infiltration rate is the maximum possi-
ble one, under the prevailing conditions. This rate is referred to as infiltration
capacity, Ic.

The processes of infiltration and percolation are accompanied by changes
in saturation within the unsaturated zone. The redistribution of moisture
in the subsurface will continue for some time after cessation of infiltration.
This process, its relationship to the rate of infiltration, and to the rate at
which water is applied at ground surface, are of major interest in the design
of irrigation systems. Much attention has, therefore, been devoted to these
topics by soil scientists. Traditionally, however, hydrologists, who only need
an estimate of the annual or seasonal natural replenishment of an aquifer from
precipitation (and, perhaps, from return flow of excess irrigation) in order
to determine its sustainable yield (Subs. 1.1.6), have not been interested in
infiltration from individual storm events. They obtained estimates of annual
or seasonal aquifer natural replenishment, by considering the aquifer’s water
balance. To them, the time scale of interest is the season, or the year, and they
are interested only in the average net rate at which water from precipitation
reaches the water table and replenishes an aquifer. In irrigation, the time scale
is much shorter; sometimes hours, days, or weeks during an irrigation event,
or between successive irrigation events, as they are interested in variations in
moisture content only in the root zone.

This situation has completely changed as attention has focused on con-
taminant transport, especially in the vadose zone. When dealing with the
downward movement of contaminants through this zone, we need information
on the rate at which water infiltrates, acting as the carrier of the contami-
nants. Usually, an estimate of this movement can be obtained by considering
the annual (or seasonal) average rate of infiltration. However, in a semi-arid
region, most of the infiltration that recharges an underlying aquifer may be
produced by a small number of relatively large storms, with long dry periods
between them. Sometimes, a large storm occurs once in a number of years.
During a dry period, evaporation (and evapotranspiration) may remove all
or a large portion of the moisture that has infiltrated during the antecedent
storms. Therefore, in such a region, a significant difference may exist be-
tween the estimate of contaminant movement as obtained by using a long
term average annual infiltration rate, as is usually done for estimating the
aquifer’s sustainable yield, and the one which takes into account the effect of
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individual short duration storms. Thus, we may have to consider the random
occurrence of annual rains, with certain statistical features, and the statistics
of individual storms within the year. The question we face is the effect of
such rainfall events, followed by dry periods, on the estimation of infiltration
(which, in turn, affects contaminant transport).

In principle, the rate of (actual) infiltration, I = I(t), should be derived
by solving a model of flow in the unsaturated zone, subject to appropriate
boundary conditions, especially at ground surface. The properties of the soil
and the precipitation characteristics will be represented in such a model.
However, the rate of infiltration to be used as a boundary condition is not
known, as it seldom equals the rate at which water is applied at ground
surface. This fact, combined with the difficulties inherent in solving such
a problem, has made this approach impractical, at least until recent years.
Instead, in the practice of hydrology, various empirical formulas have been
employed. Such formulas include coefficients that describe the type of soil
and the moisture conditions that prevail at the beginning of a storm event.
For such conditions, the empirical formulas suggest some initial infiltration
capacity rate, Io (that depends on the kind of soil and on the initial soil
moisture) and dictate how this rate decreases as the storm continues and the
soil’s saturation increases. Obviously, such formulas are valid for a recharge
rate that is higher than Io. The formulas suggest a gradual reduction in the
infiltration capacity, Ic(t), as time progresses, until the latter levels off at
a value, Ic∞, that corresponds to a saturated soil, at least close to ground
surface. Usually, the rate of attenuation in Ic, is related also to soil surface
conditions, e.g., the vegetation, and to rainfall intensity.

An exact analytical solution of a model of flow in a vertical soil column,
subject to recharge conditions at ground surface is not possible, due to its
nonlinearity. In a series of papers, Philip (1957a–e, 1958a,b; 1969) proposed
an approximate solution for the moisture distribution in the soil in the form of
an infinite series (Subs. 6.4.1). Based on this solution, the infiltration capacity,
Ic(t), may be estimated from the formula

Ic = Ic∞ +
s

2
√
t
, (6.3.65)

in which s is a coefficient that depends on the initial soil moisture. We note
that initially, Ic = ∞. In the limit, as t → ∞, Ic(t) → Ic∞. Figure 6.3.1
shows the effect of the initial soil moisture on the infiltration capacity. It
can easily be shown that as infiltration proceeds, in the absence of ponding
and air entrapment, the soil close to ground surface becomes saturated, and
Ic(t)→ K

∣

∣

sat
, i.e., approaches the hydraulic conductivity at saturation. At the

same time, the saturation gradient at ground surface vanishes asymptotically.
The combination of these two processes leaves gravity as the only driving
force, with the result that the flux becomes equal to K

∣

∣

sat
. At shorter times,

Ic(t) > K
∣

∣

sat
, because of an additional force due to capillarity.
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Figure 6.3.1: Effect of initial soil moisture on the rate of infiltration.

One of the better known formulas for estimating infiltration is the Horton
infiltration equation (Horton, 1940)

Ic(t) = Ic∞ + (Io − Ic∞)e−αt, (6.3.66)

in which α is a parameter, which, together with Io and Ic∞, has to be esti-
mated from observed data by some calibration procedure.

Figure 6.3.2 shows a typical infiltration capacity curve for a rainfall of
variable intensity. From this figure, it follows that, at first, actual infiltration
(shaded area) equals the rate of rainfall, R(t). At some point, t = ti, at which
rainfall exceeds infiltration, only part of the rainfall infiltrates. Eventually,
as rainfall continues, the rate of infiltration approaches the value of the in-
filtration capacity asymptotically. Obviously, if rainfall reduces to below the
infiltration capacity, the actual infiltration must equal the rainfall.

The Green-Ampt model (Green and Ampt, 1911) assumes ‘piston’ flow,
with a sharp wetting front between the infiltration zone and the zone of soil
at the initial water content. The wetted zone increases in length as infiltration
progresses. Additional infiltration models can be found in the literature, for
example, Morel-Seytoux (1973) and Espinoza (2006).

Our intention here is not to discuss these models in detail, but to indicate
that knowing the rate of rainfall, or irrigation, does not imply that the rate
of infiltration is also known, and can, therefore, be used as a specified flux
boundary condition at ground surface. As we shall see below, conditions at
ground surface that control infiltration may vary to the extent that boundary
conditions in a model may have to be switched from one type to another as
infiltration progresses.

With this introduction in mind, we can now proceed to discuss the infil-
tration boundary condition.

Let R(x, t) (≥ 0) denote the rate at which water is applied in a downward
direction to ground surface by precipitation, or irrigation, with x denoting
points on ground surface. We start by assuming that this rate is also equal to
the rate of (vertically downward) infiltration, i.e., I(x, t) = R(x, t). We are
faced with two important questions:
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Figure 6.3.2: Infiltration capacity as rainfall exceeds infiltration capacity val-
ues.

• Under what conditions is this assumption valid?
• What do we do when it is not valid, viz., we know R, but not I?

Consider the case of rainfall at a rate R over a horizontal ground surface,
resulting in infiltration at a rate I; the soil is assumed to be isotropic. The
boundary condition, say (6.3.63), may then be rewritten as:

I = −Kw(ψ)
∂ψ

∂z
+ Kw(ψ), (6.3.67)

or, in terms of θw:

I = Dw(θw)
∂θw
∂z

+ Kw(θw). (6.3.68)

From our discussion so far, it follows that at any instant, depending on
soil properties and on the prevailing moisture content and distribution, the
soil just below ground surface can transmit only a certain flux of water,
provided such water quantity is applied at ground surface. If the rate of
application is higher, the difference will pond on ground surface, or produce
surface runoff. The behavior above and below ground surface is, thus, coupled
by the common condition at ground surface. To avoid modeling what happens
above ground surface, the verbal constraint is often added that ‘no ponding
of water is allowed to take place above ground surface’. In reality, because of
ground surface roughness, some ponding may take place before surface runoff
actually begins. The no-ponding constraint limits the rate of infiltration at
every instant to what the soil can transmit at the prevailing saturation and
saturation gradient conditions. This constraint has to be incorporated in the
statement of the boundary conditions at ground surface.

From (6.3.68), it follows that as the soil just below ground surface ap-
proaches full saturation, overlooking entrapped air, θw → φ (or θw → φ−θao,
if entrapped air is considered), and ∂θw/∂z → 0, the first term on the right-
hand side vanishes, while the second one approaches the value of the satu-
rated hydraulic conductivity, K

∣

∣

sat
(or, with entrapped air, K

∣

∣

(φ−θao)
). In an
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anisotropic porous medium, it will approach the value of the vertical com-
ponent, Kz

∣

∣

sat
. In the current discussion on infiltration, for brevity, we shall

use Kz
∣

∣

sat
to mean K

∣

∣

(φ−θao)
, when entrapped air may be present.

Let us consider two situations. In both cases, we shall assume that R is
constant, and that initially the soil is relatively dry, say at field capacity. We
shall assume that the water table is sufficiently deep so that its influence on
soil moisture near ground surface can be neglected.

CASE A. Precipitation is applied at a constant rate R > Kz
∣

∣

sat
.

At first, even at low saturations, the soil can absorb the incoming water at
a very high rate, as the gradient in moisture content that is produced at
ground surface is very high. Theoretically, this rate is infinite at the initial
time. Thus, for a certain period, we have I = R. We use this value in the
boundary condition (6.3.68). During this initial period, as a wetting front
advances downward, the infiltrating water produces two phenomena:

• At ground surface, and just below it, the water content in the soil grad-
ually increases. In the limit, full saturation may be reached (i.e., water
content equals porosity). The increase in water content is accompanied by
an increase in effective hydraulic conductivity, up to the limiting value of
Kz
∣

∣

sat
, corresponding to a saturated soil.

• As water percolates downward, the gradient in the soil’s water content
close to ground surface decreases with time. In the limit, this gradient at
ground surface approaches the value of zero, so that gravity remains the
only driving force there.

The initial period continues until the soil at ground surface reaches a point
at which the combination of saturation (dictating the moisture diffusivity
and effective hydraulic conductivity) and saturation gradient are such that
the soil can no longer transmit water at the rate applied at ground surface.
This occurs when the pressure in the water occupying the pore space at
ground surface approaches atmospheric pressure. With pw = pa

∣

∣

atm
, we also

have full water saturation (or practically so) at ground surface. During this
period, the infiltration rate remains constant, equal to the (assumed constant)
rate of accretion.

Actually, because of the (discontinuous, i.e., composed of isolated air bub-
bles) entrapped air that remains in the void space, the soil will never reach
full saturation. Although the volumetric fraction of entrapped air depends
on the wetting-drainage history, we shall approximate it as a constant, θao.
Thus, upon rewetting, the moisture content of water cannot exceed φ− θao.

In our model, the initial period continues as long as θw < φ − θao, or,
equivalently, as long as pw < pa

∣

∣

atm
. Once full saturation is reached (θw =

φ− θao), we have to replace (6.3.68) by the first type boundary condition

pw = pa
∣

∣

atm
, (6.3.69)
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(where we often assume pa
∣

∣

atm
= 0 as the datum) corresponding to a condi-

tion just below a state of zero ponding depth.
Next, we calculate the rate of infiltration, I(t)(< R) by substituting the

solutions for θw(t) in (6.3.68). We would then observe a gradual reduction in
I(t), approaching the limiting value of K

∣

∣

(φ−θao)
.

Let us now consider the time-varying case R = R(t). The discussion pre-
sented so far remains valid. With the resulting value of I(t), we should keep
track of whether the calculated rate of infiltration, I, is less than that of ap-
plication, R(t). As soon as we reach the situation of I ≥ R, we should switch
back to the condition (6.3.68), with I = R.

It is important to emphasize again that initially, and for some time (which
may be significant when considering irrigation, or an individual storm event),
the rate of infiltration will exceed the limiting value of Kz

∣

∣

sat
. The latter is

approached from above, provided the rate of application of water to ground
surface remains larger than the rate of infiltration.

CASE B. Precipitation is applied at a constant rate R < Kz
∣

∣

sat
.

Initially, the saturation gradient at ground surface will be very high, and the
soil will absorb all incoming water. However, rather rapidly, as infiltration
continues, and saturation at ground surface increases, the saturation gradient
there will decrease. Eventually, asymptotically, a saturation level is reached
with a zero saturation gradient, so that the rate of infiltration (which equals to
the rate of application) becomes equal to the effective hydraulic conductivity
at the prevailing saturation. Under such conditions, the only force driving
infiltration at ground surface is gravity. Capillarity still plays a role in the
part of the wetting front that is ahead of the (practically) saturated zone.

For R = R(t) < Kz
∣

∣

sat
, the same phenomena, as described above, will

occur, viz., the rate of infiltration will equal that of accretion, but saturation
at ground surface will vary, without leveling off at any asymptotic value.

These phenomena have been known to hydrologists for many years. Here,
we have expressed them as constraints associated with the boundary condi-
tions at ground surface.

We may summarize the discussion of the above two cases as follows:

(a) If pw(t) = pa
∣

∣

atm
, then,

• If R(t) ≥ I(t), use (6.3.69).
• If R(t) < I(t), use (6.3.68) with I = R(t).

(b) If pw(t) < pa
∣

∣

atm
, use (6.3.68) with I = R(t).

Let us comment about the case of evaporation or evapotranspiration, pro-
duced by solar radiation reaching ground surface. Also in this case, the bound-
ary conditions must be based on the equality of water and water vapor fluxes
across ground surface. In this case, as water leaves the soil in the form of
vapor, the soil dries out. As the saturation at (i.e., just below) ground sur-
face reaches the irreducible saturation level, Swr, water effective permeability
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reduces to zero. In the isothermal flow models discussed here, it is usually
assumed that when the soil at ground surface reaches Swr, it can no longer
transmit liquid water. The boundary condition has to be switched to one of
no-flow at ground surface until the water saturation rises above Swr. In more
sophisticated, say, nonisothermal models, which are beyond the scope of this
book, the water saturation can reduce to below the irreducible value. Obvi-
ously, as saturation drops to below the irreducible one, e.g., by evaporation
and/or root uptake, the effective permeability to water vanishes. Under non-
isothermal conditions, the situation may be more complicated, as a drying
front may move up and down below ground surface.

G. Ponding

Finally, let us consider the possibility of ponding. This occurs when the liq-
uid’s pressure at ground surface satisfies the condition pw > pa

∣

∣

atm
. Sup-

pose we allow ponding up to a maximum depth that can be specified as
pw
∣

∣

max
/ρwg. Instead of condition (6.3.69) at Sw = 1, we treat pw|z=0 as an

unknown, and introduce the condition

R(t)− I(t) ≡ R(t)− kz
∣

∣

sat

μw

(

∂pw
∂z

+ ρwg

)

=
1

ρwg

∂

∂t

(

pw
∣

∣

z=0
− pa

∣

∣

atm

)

,

(6.3.70)
allowing pw

∣

∣

z=0
to rise up to pw

∣

∣

max
+pa

∣

∣

atm
. We usually assume pa

∣

∣

atm
= 0.

We do not allow pw to rise above the specified maximum. If, as a result
of R(t), the water level tends to rise higher, it is set at the maximum value.
As it drops and reaches zero, or atmospheric gas pressure, we switch to the
condition (6.3.69), as long as Sw = 1.

We may also assume that ponding occurs within an external soil domain
that may have different soil characteristics. Defining a specific yield of such
a soil by Sy (similar to its definition for a phreatic aquifer), the boundary
condition with ponding may be rewritten as

R(t)− I(t) ≡ R(t)− kz
∣

∣

sat

μw

(

∂pw
∂z

+ ρwg

)

= Sy
1

ρwg

∂

∂t

(

pw
∣

∣

z=0
− pa

∣

∣

atm

)

.

(6.3.71)

6.3.3 Complete flow model

The discussion in Sec. 5.3, presented with respect to saturated flow, is valid
also here. In Subs. 5.3.1, we started by understanding what are the require-
ments for constructing a well-posed problem, or a well-posed model. Needless
to say that the entire discussion on this subject is valid also for modeling
single or two phase flow in the unsaturated zone. Similarly, the presentation
on the content of the conceptual model and on the complete model are also
the same as in saturated flow models, except that if we consider air-water
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flow, we have two balance equations, appropriate constitutive relations for
the two fluids, appropriate boundary conditions for the two equations, etc.

The discussion on primary variables in Sec. 7.9.4 is also valid for the case
of two phases (air-water flow) considered here. We note that both air and
water are single component phases. Thus, in our model of a non-deformable
porous medium, under isothermal conditions, using Darcy’s law to describe
the velocity of the two phases, we have: NP = 2, NC = 2, and from
(7.9.116) we obtain NF = 2. We may select any two variables, from the list
Sw, Sa, pw, pa, ρw, ρa, qw ,qa, provided that they are independent of each
other. For example, we may select pw and Sw and solve the mass balance
equations (6.3.7), the first with boundary conditions on the flow of water,
and the second for the flow of air. The other six equations are used to obtain
the remaining six variables (at every time step). Depending on the numerical
model and the code used for its solution, there is no need to write the two
balance equations explicitly in terms of the two selected variables.

6.4 Methods of Solution

The flow equations presented in Subs. 6.3.1A, e.g., Richards’ equation,
(6.3.36), as well as the boundary conditions discussed in Subs. 6.3.2, are
nonlinear, due to the dependence of the effective permeability on saturation.
Another difficulty associated with unsaturated flow is that the two functional
relationships, Kw = Kw(Sw) and pc = pc(Sw), appearing in the flow model,
cannot be easily determined experimentally, and are subject to hysteresis
(Subs. 6.1.7). These are fundamental features of multiphase flow models that
make the solution of unsaturated flow problems very difficult.

Because of its nonlinearity, an analytical solution of unsaturated flow
models is, generally, not feasible, even in the simple one-dimensional case.
Nevertheless, there have been a number of attempts to develop analytical,
semi-analytical, or approximate, solutions, such as those based on the series
expansion technique of Phillip (1957a–e, 1958a, b; 1969), and the integral
method of Parlange (1971, 1972). Although these and other methods have
been applied to derive approximate analytical solutions for multiphase flow
(Bear et al., 1968; Philip, 1969; Braester, 1973; Parlange et al., 1985; Broad-
bridge and White, 1988; Haverkamp et al., 1990; Barry and Sander, 1991;
Warrick et al., 1991; Serrano, 1998; Si and Kachanoski, 2000; Lu et al., 2007;
Mollerup, 2007; Mollerup and Hansen, 2007; Nasseri et al., 2008), with the
present-day capabilities of numerical method, their usefulness has diminished.

In what follows, we shall briefly describe a few methodologies used for
finding approximate semi-analytical solutions, as well as a few exact solu-
tions, based on some special soil-water constitutive relations. The numerical
solution technique is also briefly commented. A more extensive discussion of
numerical solution is given in Chap. 8.
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6.4.1 Analytical solutions

Let us examine the flow equation (6.3.35), expressed in terms of the suction
head, rewritten in the form

∇ · [Kw(ψw)∇ψw]− ∂Kw
∂z

= −∂θw
∂t

. (6.4.1)

This type of equation is known as the Fokker-Planck equation.
One attempt to find analytical solution of (6.4.1) is to linearize it by as-

suming the following moisture retention and effective hydraulic conductivity
constitutive relations

Krw =
Kw
Ksat

= e−αψw , (6.4.2)

θ∗ =
θw − θwr
θsat − θwr

= e−αψw , (6.4.3)

where θwr and θsat(≡ φ) are, respectively, the irreducible and the saturation
(≡ porosity) water content. We also note that (6.4.2) is identical to the
Gardner (1958) model, (6.2.18). The above requirement is obviously rather
restrictive. However, it allows the simplification of the governing equation
(Srivastava and Yeh, 1991). By substituting (6.4.2) and (6.4.3) into (6.4.1),
we obtain

∇2Kw + α
∂Kw
∂z

=
α(θsat − θwr)

Ksat

∂Kw
∂t

. (6.4.4)

In a one-dimensional geometry, analytical solution can be found for homoge-
neous or layered homogeneous soil (Srivastava and Yeh, 1991). Once Kw(z, t)
is solved for, the suction head is easily found through (6.4.2).

As an example, let us consider a case of steady flow in an inhomogeneous
soil. Equation (6.3.35) then takes the form

∇·[Ksat(x)Krw(x, ψw)∇(ψw − z)] = 0, (6.4.5)

where we have expressed the unsaturated hydraulic conductivity K as the
product of a saturated hydraulic conductivity Ksat, which, for a heterogeneous
medium, is a function of space, and a relative hydraulic conductivity Krw,
which is a function of both the suction head, ψw, and space (see Subs. 6.2.3).
Similar to (6.4.2), we shall assume that the relative hydraulic conductivity
can be expressed in terms of the Gardner (1958) model, as

Krw = e−α(x)ψw . (6.4.6)

We note that here α, a soil index parameter related to pore size distribution,
is a function of space. One way to simplify (6.4.5) is to apply Kirchhoff
transform (Kirchhoff, 1894; Crank, 1956). In this transform, we assume that
there exists a variable F , defined as
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F (x) =
∫ ∞

ψw(x)

Krw(x, ψ′) dψ′ =
1

α(x)
e−α(x)ψw(x). (6.4.7)

We can see from the above that αF = Krw. It can be shown that this new
variable satisfies the linear PDE

∇ · [Ksat(x)∇F (x)] +
∂

∂z
[α(x)Ksat(x)F (x)] = 0. (6.4.8)

For a homogeneous porous medium, this equation further reduces to

∇2F + α
∂F

∂z
= 0, (6.4.9)

known as the Berger equation. This equation is similar to the steady state
form of (6.4.4). In order to solve (6.4.9), we need to transform also the bound-
ary conditions. For example, for the suction head and the flux type boundary
conditions, we have,

ψw = Ψ, (6.4.10)
−q · n = −Ksat Krw∇(ψ − z) · n = Q. (6.4.11)

These, in turn are, respectively, transformed into

F =
1
α
e−αΨ , (6.4.12)

Ksat∇F · n + αnzKsatF = Q, (6.4.13)

where nz is the z component of the outward unit normal vector, n.
Next, we examine the moisture diffusivity equation, (6.3.37), which is a

nonlinear diffusion equation. When the porous medium domain is homoge-
neous and unbounded in one of the spatial directions (such as a semi-infinite
space), it is possible that the water content profile, θ(x, t), becomes self-
similar. By self-similar, we mean that the water content profile, rather than
being a function of multiple, independent space and time variables, can be
expressed as a function of a single, combined space-time variable. For ex-
ample, we can assume that the water content profile, θw = θw(x, t), can be
expressed as a function of a single variable, η = x/

√
t, such that θw = θw(η).

If this is true, then the PDE (6.3.37) can be transformed into a (nonlinear)
ordinary differential equation having the following form

d

dη

[

Dw(θw)
dθw
dη

]

+
η

2
dθw
dη

= 0. (6.4.14)

The above transformation is known as Boltzmann transform. This ordinary
differential equation can be solved using some approximation method. For
problems with radial symmetry, the Boltzmann transform can be applied
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with the variable η = r/
√
t or η = R/

√
t, where r and R are the radial

coordinate in cylindrical and spherical coordinates, respectively.
We note that two conditions must be satisfied for the Boltzmann transform

to be valid, that is, θw is indeed a function of a single variable η: the initial
condition θw(x, 0), as well as the boundary condition θw(xb, t), where xb is the
boundary location, must be functions of that single variable η only. For any
problem with a non-zero, or non-constant, initial condition, the Boltzmann
transform is, generally, not valid. This requirement has limited the application
of this method.

When the gravity term is present, we refer to the full Richards’ equation,
(6.3.36), but in one-dimension,

∂θw
∂t

=
∂

∂z

[

Dw(θw)
∂θw
∂z

]

+
dKw(θw)
dθw

∂θw
∂z

. (6.4.15)

Philip (1957a–e, 1958a, b, 1969) employed a power series in t1/2,

z(θw, t) = φ1(θw) t1/2 + φ2(θw) t + φ3(θw) t3/2 + . . . , (6.4.16)

where φ1 � φ2 � φ3 � . . .. Substituting (6.4.16) into (6.4.15), sorting
terms of the same power of t, and integrating with respect to θw, a set of
integrodifferential equations are obtained (Phillip, 1969):

∫ θw

θi

φ1(θ′) dθ′ = −2
Dw

dφ1/dθw
, (6.4.17)

∫ θw

θi

φ2(θ′) dθ′ =
Dw(dφ2/dθw)
(dφ1/dθw)2

+ (Kw − Ki), (6.4.18)

∫ θw

θi

φ3(θ′) dθ′ =
2D
3

[

dφ3/dθw
(dφ1/dθw)2

− (dφ2/dθw)2

(dφ1/dθw)3

]

, (6.4.19)

and so on. In the above, θi is the initial uniform water content, and Ki = K(θi)
is the initial hydraulic conductivity. These equations are solved by a finite
difference approximation and numerical integration.

The solution methods discussed above have been widely used to solve un-
saturated flow problems by analytical, semi-analytical, or by numerical meth-
ods, e.g., Gardner (1958), Knight and Philip (1974), Broadbridge and White
(1988), Broadbridge et al. (1996), Yeh (1989), Ross and Bristow (1990),
Srivastava and Yeh (1991), Tracy (1995, 2006), Tartakovsky et al. (1999),
Williams (2000), Serrano (2004), and Ji et al. (2008).

Let us consider a three special cases in which an exact solution is possible.

A. Constant diffusivity

As the simplest case, we shall linearize the Richards’ equation (6.4.15) by
assuming that the diffusivity, Dw(θw), is a constant, and that the hydraulic
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conductivity Kw is a linear function of θw, i.e.,

Dw(θw) = Do,
dKw(θw)
dθw

=
Kw(θ1)− Kw(θo)

θ1 − θo
= k, (6.4.20)

where θo and θ1 may be considered as the initial and the final water contents
of the considered transient problem. Equation (6.4.15) then becomes

∂θw
∂t

= Do∇2θw + k
∂θw
∂z

. (6.4.21)

This linear PDE can be solved by analytical, as well as numerical methods.
Assuming a one-dimensional, absorption problem, that is, neglecting the

gravity effect, we obtain the following equation form (6.4.21)

∂θw
∂t

= Do
∂2θw
∂z2

. (6.4.22)

Consider the case of vertical infiltration into the ground under ponded (satu-
rated) conditions at ground surface (Subs. 6.3.2C), which means that rainfall
intensity exceeds maximum infiltration rate. This means,

θw(z, 0) = θi, z ≤ 0,
θw(0, t) = θsat, t > 0, (6.4.23)

where θi is the initial constant water content in the soil, and θsat (≡ poros-
ity φ) is the saturation water content. The solution of (6.4.22) and (6.4.23)
(Carslaw and Jaeger, 1959) is expressed in the normalized form,

θ∗ =
θw − θi
θsat − θi

= erfc
[ |z|
2
√
Dot

]

, (6.4.24)

where erfc is the complementary error function.
We notice that the solution, presented in terms of the normalized water

content, θ∗, is indeed self-similar, meaning that θ∗ = θ∗(η), with η = z/
√
t.

Hence, this problem could also be solved by utilizing the Boltzmann transform
introduced above, such that (6.4.14) is simplified to

Do
d2θ∗

dη2
+
η

2
dθ∗

dη
= 0, (6.4.25)

the solution of which is θ∗ = erfc(|η|/2√Do).
In Fig. 6.4.1, we plot this self-similar profile as θ∗ = erfc(η∗), where η∗ =

|z|/(2√Dot). We observe an invasion front type of profile for water content,
from 100% saturation at ground surface, θ∗(0) = 1, dropping down to a very
small amount at η∗ = 2, θ∗(2) = 0.00468. Here we observe that η∗ = 0
corresponds to z = 0, and η∗ = 2 can be expressed as
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Figure 6.4.1: Complementary error function.

|z| = 4
√

Dot. (6.4.26)

Hence, this self-similar water content profile is growing in size (penetration
distance, |z|) proportional to

√
t.

From the above solution, we can determine the flux entering the soil (in-
filtration capacity) as

Ic = − qz|z=0 = Do
∂θw
∂z

∣

∣

∣

∣

z=0

= (θsat − θi)

√

Do

π
t−1/2. (6.4.27)

Another option is to (approximately) keep the neglected gravity effect by
utilizing (6.2.15) to find the flux. We obtain

Ic = Ksat + (θsat − θi)

√

Do

π
t−1/2. (6.4.28)

This equation can be compared with the infiltration capacity equation
(6.3.66) suggested by Richards.

However, (6.4.28) is not the correct solution that takes the effect of grav-
ity into account. To consider the gravity effect, we can use the (linearized)
equation (6.4.21), expressed in the one-dimensional form,

∂θw
∂t

= Do
∂2θw
∂z2

+ k
∂θw
∂z

. (6.4.29)

The solution of the this equation, subject to the same initial and boundary
conditions, (6.4.23), is

θ∗ =
1
2

[

erfc
( |z| − kt

2
√
Dot

)

+ exp
(

k|z|
Do

)

erfc
( |z|+ kt

2
√
Dot

)]

. (6.4.30)

We notice that this solution does not fulfill the assumption of self-similarity.
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B. Instantaneous source

Knight and Philip (1974), by assuming that the diffusivity takes on a certain
form, obtained an exact solution of the one-dimensional nonlinear diffusion
equation, (6.3.37),

∂θw
∂t

=
∂

∂x

[

Dw(θw)
∂θw
∂x

]

, (6.4.31)

subject to the instantaneous injection of uniformly distributed moisture over
a domain of finite length. First, using the Kirchhoff transform,

F (θw) =
∫ θw

Dw(θ′) dθ′, (6.4.32)

(6.4.31) can be expressed as

∂F

∂t
= Dw

∂2F

∂x2
. (6.4.33)

In order to linearize the above equation, it is assumed that the diffusivity can
be approximated by the following model:

Dw(θw) =
a

(b− θw)2
, (6.4.34)

where a and b are empirical constants. By defining a new variable

X(x, t) =
∫ x

0

1
√

Dw(x′, t)
dx′, (6.4.35)

(6.4.33) can be transformed into

∂F

∂t
=

∂2F

∂X2
+

2√
a
qx|x=0

∂F

∂X
, (6.4.36)

where
qx = −∂F

∂x
= − dF

dθw

∂θw
∂x

= −Dw
∂θw
∂x

(6.4.37)

is the specific discharge. Particularly, for problems with the boundary condi-
tion qx = 0 at x = 0, equation (6.4.36) reduces to

∂F

∂t
=

∂2F

∂X2
, (6.4.38)

which is a linear PDE.
Knight and Philip (1974) investigated the problem of an instantaneous

injection of moisture at t = 0,
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Figure 6.4.2: The spreading of an initial moisture content with time.

θw = b, for |x| ≤ Q

b− θo
, θw = θo, for |x| > Q

b− θo
, (6.4.39)

where θo is the background water content, and b is the empirical coefficient
in (6.4.34). We note that within |x| ≤ Q/(b− θo), we have

(θw − θo)× 2(Q/(b− θo)) = (b− θo)× 2(Q/(b− θo)) = 2Q.

Hence, 2Q is the volume of infiltrating moisture. Due to the symmetry of the
condition about x = 0, we can conclude that the condition qx = 0 at x = 0
exists; hence, (6.4.38) can be utilized for the solution of the problem. Thus,
the exact solution of this problem is given by

x∗ = 2

√

[

t∗ ln
1− θ∗

θ∗
√
πt∗

]

+

√

erf
[

ln
1− θ∗

θ∗
√
πt∗

]

, (6.4.40)

where
θ∗ =

θ − θo
b− θo

, x∗ =
b− θo
Q

x, t∗ =
a

Q2
t. (6.4.41)

In Fig. 6.4.2, the transient profile of the normalized moisture content, θ∗, is
plotted versus the dimensionless distance x∗, at various dimensionless times,
t∗. The solution (6.4.40) also shows that the water content at x∗ = 0 decays
with time as

θ∗(0, t∗) =
1

1 +
√
πt∗

. (6.4.42)
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C. One-dimensional infiltration

Consider the case of one-dimensional infiltration of water from ground sur-
face, located at z = L, to the water table, at z = 0. The suction head at
the water table is maintained at ψw = 0. Initially, there is a steady state
downward flux of qA in the soil column. At time t = 0+, the downward flux
at the soil surface is suddenly raised to qB; and we seek the suction head
profile along the soil column as a function of space and time, ψw(z, t). Or,
written explicitly,

qz(z, 0) = −qA, ψ(0, t) = 0, q(L, t) = −qB. (6.4.43)

For the present case, we shall assume that the moisture retention and unsat-
urated hydraulic conductivity constitutive relations are given by the Gardner
(1958) model, (6.4.2) and (6.4.3). The unsaturated flow equation is then given
by (6.4.4), which, for one-dimensional flow takes the form,

∂2Kw
∂z2

+ α
∂Kw
∂z

=
α(θsat − θwr)

Ksat

∂Kw
∂t

. (6.4.44)

We also note that the specific flux in the z-direction is given by

qz = Kw
∂ψw
∂z
− Kw = − 1

α

∂Kw
∂z
− Kw. (6.4.45)

Let us introduce the following dimensionless variables

z∗ = αz, L∗ = αL, t∗ =
αKsat t

θsat − θwr
,

Krw =
Kw
Ksat

, q∗A =
qA

Ksat
, q∗B =

qB
Ksat

. (6.4.46)

Equation (6.4.44) then becomes

∂2Krw
∂z∗2 +

∂Krw
∂z∗

=
∂Krw
∂t∗

. (6.4.47)

The initial and boundary conditions, (6.4.43), are transformed into

Krw(z∗, 0) = Ko(z∗) = q∗A − (q∗A − 1)e−z
∗
,

Krw(0, t∗) = 1,
[

∂Krw
∂z∗

+ Krw

]

z∗=L∗
= q∗B . (6.4.48)

The solution of the above problem, (6.4.47) and (6.4.48), is given by (Srivas-
tava and Yeh, 1991)

Krw = q∗B − (q∗B − 1)e−z
∗ − 4(q∗B − q∗A) e(L

∗−z∗)/2 e−t
∗/4
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×
∞
∑

i=1

sin(λiz∗) sin(λiL∗) e−λi
2t∗

1 + (L∗/2) + 2λi2L∗ , (6.4.49)

where λi is the ith positive root of the following equation:

tan(λL∗) + 2λ = 0. (6.4.50)

According to (6.4.2), the solution in terms of suction head is

ψw = − 1
α

ln Krw. (6.4.51)

6.4.2 Numerical solutions

Numerical solutions of single-phase, unsaturated, or multiphase flows, in mul-
tiple spatial dimensions, can be accomplished by one of the standard numer-
ical methods available for solving partial differential equations, such as the
finite element, the finite difference, and the finite volume methods. These
methods are discussed in some detail in Chap. 8, though not directly in the
context of solving multiphase flow.

As the governing equations presented in Sec. 6.3, and in Subs. 6.5.3, are,
generally, of the advection-diffusion type (the ∂/∂z term in the flow equations
plays the role of advection), a formal numerical treatment can follow the stan-
dard numerical procedure (see, for example, Huyakorn and Pinder (1983)).
However, compared to saturated flow and transport problems, the unsatu-
rated and multiphase flow cases have a number of complications. First, the
flow equations are nonlinear. In fact, they are highly nonlinear. An explicit
time-stepping solution scheme generally leads to instability; hence, an itera-
tive solution scheme is often needed. A second difficulty arises from the fact
that multiphase flow is described by several coupled flow equations. Again,
an iterative procedure is needed.

Saturated-unsaturated flow can be solved by using a number of commercial
and public domain computer codes. In Chap. 8, a few of the codes, such as
FEMWATER, FEFLOW, HYDRUS, and SUTRA, are reviewed.

6.5 Some Comments on Three Fluid Phases

The possibility that the void space is occupied by three rather than two fluid
phases has already been presented and discussed in Subs. 1.1.5. There, in
the discussion on subsurface contamination, we have introduced the third,
nonaqueous, fluid phase, a NAPL (or DNAPL), as a contaminant. Indeed,
in most cases, the NAPL is a contaminant, often a very toxic one. We have
also mentioned that although the three phases maintain rather ‘sharp’ visible
microscopic interfaces between them, they are actually miscible fluid phases.
Thus, we have NAPL dissolving in water, gas dissolving in water, water and
NAPL evaporating, etc. In this book, we do not intend to include an elaborate
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discussion on the flow of this third fluid phase (but we do discuss the trans-
port of NAPL dissolved in water, and partitioning of the NAPL component
between water and air in the void space). However, as this is an important
subject, the readers should be exposed to some basic knowledge about it.
Accordingly, the objective of this section is to give a brief presentation that
shows how the two-phase flow and transport processes can be extended to
three fluid phases. The interested reader can seek additional information in
the literature.

6.5.1 Statics

We assume that the entire void space is occupied by three fluid phases: an
aqueous phase (w), a NAPL (o), and a gaseous phase (a). Note that we have
introduced here the term ‘aqueous phase’, as it may be composed of water as
a chemical species, together with other dissolved chemical species. Similarly,
both the NAPL and the gaseous phase may be composed of a number of
chemical species. For the sake of simplicity, we shall, henceforth, use the
word ‘water’ to represent the aqueous phase, the word ‘oil’ to represent the
NAPL, and the word ‘air’ to represent the gaseous phase.

Let Sα, α = w, o, g, denote the saturation of the three fluid phases that
together occupy the void space, with

Sw + So + Sa = 1. (6.5.1)

The discussion below is an extension of that presented in Subs. 6.1.4 on two
fluid phases.

A. Capillary pressure

The concept of wettability, introduced for two fluid phases in Subs. 6.1.2,
is applicable also to three fluid phases. In most cases, the oil (≡ NAPL) is
the less wetting phase with respect to the solid than the aqueous phase, so
that the latter phase is in the immediate contact with the solid. However,
oil-wet, or mixed oil-water-wet soils (= solids) may be encountered, e.g.,
soils with high content of organic matter, or in cases where mineral surfaces
exhibit natural organic coatings. This phenomenon has a strong influence
on the behavior of fluid phases within the void space. In what follows, we
shall consider the more common case of soils for which water is the wetting
phase, oil is the intermediate wetting phase, and air (= gaseous phase) is the
nonwetting phase.

A schematic representation of the three fluid phases in a typical cross-
section of a ‘pore’ is shown in Fig. 6.5.1. These phases are separated from
each other by two fluid-fluid (assumed sharp) interfaces: an air-oil interface,
and a oil-water one. Actually, it is difficult to precisely define a ‘pore’ and
the ‘radius of a pore’ in a porous medium. Intuitively, let us define a ‘radius
of a pore’ (or effective radius) as the radius of the largest sphere that can be
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Figure 6.5.1: Schematic pore cross-section with three fluid phases.

placed in a considered portion of the void space, with the solid being tangent
to the sphere at least at two points. Due to the assumed order of wettability
of the three fluids, water occupies primarily pores with the smallest effective
radii, air occupies pores with the largest radii, and oil occupies intermediate
size pores. Accordingly, the mean radius of curvature of oil-water interfaces
will always be smaller than that of air-oil interfaces.

The concept of capillary pressure, introduced earlier for two fluid phases,
can be extended to three phases that occupy the void space. The interface
curvature may be related to the respective capillary pressure by a general-
ization of Laplace’s formula (6.1.15). In this case, it takes the form:

pcow ≡ po − pw =
2
r∗ow

γow, pcao ≡ pa − po =
2
r∗ao

γao, (6.5.2)

where pcow and pcao are oil-water and air-oil capillary pressures, respectively,
r∗ow and r∗ao are the average radii of air-water and air-oil interfaces, respec-
tively, and γow and γao are the respective interfacial tensions. The effect of
the respective contact angles, appearing as factors in cos θLG, can be included
in (6.5.2), but are neglected in what follows. The average radii of curvature
of each of the fluids are functions of the respective fluid saturations:

r∗ow = r∗ow(Sw), r∗ao = r∗ao(S�), (6.5.3)

where S� = (Sw + So) is the total liquid saturation. We note that r∗ow is a
function of Sw only, since all pores with radii smaller than r∗ow are assumed to
be occupied by water only. However, all pores with radii smaller than r∗ao are
assumed to be occupied by both water and oil, having a combined saturation
of S� (= 1−Sg). The main assumption here is that, with respect to air (which
is the most nonwetting fluid), the two liquids behave as a single wetting fluid.

Since surface tension depends on temperature and concentration of dis-
solved matter, e.g., expressed by the mass fractions ωγα, we could express the
capillary pressure curves in the general forms:

pa − po ≡ pcao = pcao(S�, γao(T, ωγo )), (6.5.4)
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po − pw ≡ pcow = pcow(Sw, γow(T, ωγw)), (6.5.5)

in which the superscript γ represents all dissolved components.
On the basis of the discussion on the difference between capillary pressure

curves and retention curves in two-phase flow, we can also introduce here the
retention curves

pa − po ≡ rcao = rcao(S�, T, ωγo ), (6.5.6)

po − pw ≡ rcow = rcow(Sw, T, ωγw). (6.5.7)

By extending (6.5.1) and (6.5.3) to three fluid phases, we obtain

pcow(Sw) =
2

r∗(Sw)
γow, pcao(S�) =

2
r∗(S�)

γao. (6.5.8)

Again, we may replace the surface tension by its product with the cosine of
the contact angle.

This implies that, for a given pair of fluids, Sw is a function of pcow only,
and S� is a function of pcao only. Based on our previous assumptions, for a
given value of pcow, the resulting saturation, SIII

w (pcow), in a three-fluid phase
system at equilibrium should be identical, or almost identical, to the satura-
tion SII

w (pcow) for a two-phase, oil-water system, except for the influence of the
cos θ’s. Here, the superscripts II and III denote two- and three-phase systems,
respectively. Similarly, at a given value of pcow, the saturation SIII

� (pcao) for a
three phase system should be identical, or nearly identical, to the saturation
SII
� (pcao) for a two phase, air-oil system. Put it succinctly, we can write

SIII
w (pcow) = SII

w (pcow), SIII
� (pcao) = SII

� (pcao). (6.5.9)

This protocol was first proposed on theoretical grounds by Leverett (1941),
and verified experimentally by Lenhard et al. (1989).

The phenomenon of hysteresis in the relationship between capillary pres-
sure and saturation, discussed in Subs. 6.1.7 for two-phase systems, occurs
also in three-phase ones. Again, the reasons are nonwetting fluid entrapment,
contact angle hysteresis, and the ink bottle effect.

B. Vertical equilibrium saturation distributions

Consider a sufficiently large spill of LNAPL, such that the percolating
LNAPL will reach and accumulate on an underlying water table in the form
of a floating lens that spreads out laterally (Fig. 6.5.2), primarily in the di-
rection of the downward sloping water table. The figure does not show the
plume of dissolved LNAPL that develops as a result of the dissolution of
NAPL in water, and the movement of the latter.

The vertical distribution of LNAPL saturation, So, under the LNAPL
source area will be different if the spill is of a small volume, such that the
infiltrating LNAPL will become immobile when all the LNAPL is reduced to
residual LNAPL saturation, Sor. A sufficiently larger spill will create the lens
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Figure 6.5.2: Schematic cross-section of an LNAPL lens above a sloping water
table.

described above. Figure 6.5.3 shows the vertical distribution of LNAPL in the
subsurface resulting from spills of increasing volumes (U1 < U2 < U3, . . . ,U8).

Because of the essentially horizontal movement of the lens, we may assume
that at any instant, the LNAP in the subsurface is hydrostatically distributed
along the vertical, and, hence, vertical flow (of all phases) is negligible. This is
often called vertical-equilibrium (VE-)hypothesis, which is equivalent to stat-
ing that the vertical pressure distribution within each phase is hydrostatic.
The vertical distribution within the LNAPL source area is shown schemat-
ically in Fig. 6.5.4. Outside the source area, a similar distribution occurs,
except that the upper extent of the lens will be where the LNAPL saturation
reaches the residual level. Above this point, no LNAPL will be present.

To determine the vertical distributions of the three fluids: air, water and
LNAPL, under equilibrium conditions, assuming that fluid densities are con-
stant, we define an equivalent piezometric head for each phase. Taking water
density as the reference density for all fluids, i.e., ρref = ρw, the equivalent
piezometric heads, href,α, are defined by

href,w = πw + z, href,o = πo + z
ρo
ρw

, href,a = πa + z
ρa
ρw

, (6.5.10)

where πα = pα/ρwg denotes the equivalent pressure head in the α-phase (i.e.,
the height of an equivalent column of water that produces the pressure pα),
and z denotes the elevation above an arbitrary datum.

To facilitate the understanding of the distributions of the three fluids in
subsurface, let us consider the two wells shown in Fig. 6.5.4: Well 1, which
is screened along its entire length, and Well 2, which is screened only in
the water-saturated zone. We note fluid-fluid interfaces in both wells. Well
1 has an air-LNAPL interface at the elevation zao, and an LNAPL-water
interface at the elevation zow. Well 2 has only one air-water interface at the
elevation zaw. Pressure is continuous (i.e., no jumps) across these interfaces.
Let us refer to the atmospheric pressure in the air at (i.e., immediately above)
the air-LNAPL interface inside Well 1 as zero pressure (pa = 0). This is,
then, also the pressure in the LNAPL at that point. At the LNAPL-water
interface, po = pw so that pcow = 0 there. Note that Sw = 1 occurs at the
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Figure 6.5.3: Equilibrium LNAPL distributions in a three-fluid system for
various spill volumes.

LNAPL-water interface, where the LNAPL-water capillary pressure, pcow, is
zero, while the soil remains fully water saturated for some distance above
this elevation. The reason is that LNAPL cannot enter pores until a certain
capillary pressure is exceeded. Inside Well 2, the air-water interface, where
the pressure is atmospheric, is at an elevation zaw. We note that S� = 1
occurs at the air-LNAPL interface, while air does not enter pores for some
distance above this elevation. The thickness of the capillary fringe above the
air-LNAPL interface is smaller than that for the LNAPL-water one, because
the air-LNAPL capillary pressure increases with elevation in proportion to the
LNAPL’s specific gravity, ρo/ρw, while the LNAPL-water capillary pressure
increases in proportion to (1− ρo/ρw).

Hydrostatic conditions require that ∂href,α/∂z = 0, i.e., the reference
piezometric head, defined in (6.5.10), is a constant, independent of z, for
α = a, o, w. Since ρa/ρw � 0, the pressure gradient in the air may be as-
sumed to be negligible, or, equivalently, the pressure in the air may be taken
as approximately constant, equal to patm = 0. As a consequence, we shall take
the reference pressure head in the air, patm/ρwg = πa = 0. For the LNAPL,
the value of the constant for href is determined by noting that at z = zao,
pa = po = 0, and hence href,o

∣

∣

z=zao
= zao(ρo/ρw). Accordingly, within the

LNAPL, href,o = zao(ρo/ρw). For the water, the value of href,w is determined
by noting that at z = zaw, pw = pa = 0. Hence, href,w = zaw. Altogether,

πw = zaw − z, πo = (zao − z)
ρo
ρw

, (6.5.11)
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Figure 6.5.4: Equilibrium fluid distributions in a three-fluid system with
LNAPL.

for the water and for the LNAPL, respectively.
Since pw = po at z = zow, we have

p
∣

∣

z=zow
= ρwg(zaw − zow) = ρog(zao − zow). (6.5.12)

It follows that the various interface elevations are related to each other by

zaw − zow = Ho
ρo
ρw

, Ho = zao − zow, (6.5.13)

where Ho is the thickness of the layer of LNAPL inside Well 1, as long as
the fluids in the well are in equilibrium with those in the soil. Stipulating
any two of the three interface elevations, completely defines the three phase
static vertical head distributions within the surrounding soil.

To determine the fluid saturation distributions, we recall that water sat-
uration is controlled by the air-LNAPL capillary pressure, while total liquid
saturation is controlled by the oil-water capillary pressure. Because of the
different densities of the three fluids, we introduce here equivalent capillary
pressure heads, defined, respectively, by

πao = πa − πo =
pcao
ρwg

, πow = πo − πw =
pcow
ρwg

. (6.5.14)

In view of (6.5.11) and (6.5.13), we write

πao = (z − zao)
ρo
ρw

, πow = (z − zow)
(

1− ρo
ρw

)

. (6.5.15)
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The two equations in (6.5.15) express the relationships between the equiva-
lent capillary pressure and the elevation in the soil for the LNAPL and for
the water. On the other hand, following the discussion on capillary pres-
sure presented above, since the three phase capillary pressure relationships,
πao(S�) and πow(Sw), between these equivalent pressure heads and the liquid
saturation (i.e., combined water and LNAPL) and water, respectively, are
known, we may readily compute the sought saturation distributions along
the vertical, S�(z) and Sw(z). For example, if hysteresis is disregarded, and
the two-phase van Genuchten capillary pressure model, (6.1.23), is used, we
obtain

Sw = (1− Swr)
[

1 + (Aβowπow)B
]−C

+ Swr, (6.5.16)

S� = (1− Swr)
[

1 + (Aβaoπao)
B
]−C

+ Swr, (6.5.17)

where A, B and C = 1 − 1/B are van Genuchten parameters for the soil,
Swr is the irreducible water saturation, and βao and βow are fluid-dependent
scaling factors.

6.5.2 Motion equations for three fluids

Continuing to assume no momentum transfer across the microscopic inter-
faces between adjacent fluid phases, the motion equations for three fluid
phases are similar to (6.2.3) and (6.2.4), except that an equation for the
third phase is also required:

qrw = −kw(on)(Sw)
μw

· (∇pw + ρwg∇z), (6.5.18)

qro = −ko(wn)(Sw, Sn)
μo

· (∇po + ρog∇z), (6.5.19)

qrn = −kn(ow)(Sn)
μn

· (∇pn + ρng∇z). (6.5.20)

In these equations, kw(on) is the effective permeability to the wetting phase,
in the presence of the intermediate and nonwetting phases. Similar definitions
apply to ko(wn) and kn(ow).

Based on studies by Corey et al. (1956) and Snell (1962), although they
actually studied only relative permeabilities of isotropic porous media, we
assume that

kw(on) = kw(Sw), kn(ow) = kn(Sn), ko(wn) = ko(Sw, Sn).

Following are some key interpretations of these equations:

• The effective permeabilities to the wetting phase and to the nonwetting
one in a two-phase system, are functions of their respective saturations
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Figure 6.5.5: Two phase relative permeability curves: (a) NAPL-water, (o, w),
and (b) Gas-NAPL, (n, o), in a three phase system.

only, i.e.,
kw(n) = kw(n)(Sw), kn(w) = kn(w)(Sn).

• In a three-phase system the effective permeabilities to the wetting and
nonwetting phases are the same functions of their respective saturations
as they are in a two-phase one, i.e.,

kw(on)(Sw) = kw(o)(Sw), kn(ow)(Sn) = kn(o)(Sn).

• The effective permeability to the intermediate wetting phase is a function
of both the wetting and the nonwetting saturations, i.e.,

ko(wn) = ko(wn)(Sw, Sn).

It is rather difficult to obtain, experimentally, the effective permeabilities
as functions of the various saturations (even for isotropic porous media). Prac-
tical approaches in petroleum reservoir engineering (where the three phases
are hydrocarbon gas, liquid hydrocarbon, and aqueous solution, for the non-
wetting, intermediate wetting, and wetting phases, respectively) are based
on the estimation of three-phase effective (or relative) permeabilities. Two
sets of two phase data are used: ko(w) = ko(w)(Sw), which is the effective
permeability to the o-phase in an o-w-system, and ko(n)=ko(n)(Sn) in an o-
n-system. The same approach is valid when the intermediate wetting phase
is NAPL and the nonwetting phase is air. The underlying conceptual model,
say, for a water-NAPL-air system, is that for the water, both the NAPL and
the air may be considered as more nonwetting phases, while for the air, both
the water and the NAPL are regarded as more wetting phases.

Figures 6.5.5a and b show relative permeability curves for three phases
(w, o, n) in an isotropic porous medium. The point where kro = 0 corre-
sponds to So = 1 − Sw max, where Sw max is the maximum value occurring
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in the NAPL-water system, rather than to the residual o-saturation, Sor, in
a NAPL-water-air system. The latter saturation can be further reduced by
increasing air saturation.

Stone (1970, 1973), Aziz and Settari (1979) Aleman and Slattery (1985)
proposed methods and equations for determining three-phase relative per-
meabilities. As in the case of two-phase flow, hysteresis is also exhibited in
three-phase flow.

6.5.3 Mass balance equation and complete model

The discussion in Sec. 6.3 can easily be extended to three fluid phases. Thus,
(6.3.2) can be rewritten for the three phases: water (w), air (a) and the in-
termediate wetting fluid, NAPL (n), with qα(≡ θαVα) denoting the specific
discharge of the α-phase, fα→β denoting the transfer of mass of an α-phase
into the β-phase across their common (microscopic) interface, say by disso-
lution, and the symbol Γ ′α denoting a source of α-fluid (= added volume
of α-phase per unit volume of porous medium, per unit time), other than
through this interface (e.g., evaporation of water, dissolution of air in the
water, dissolution of NAPL in water, volatilization of NAPL, etc.). In fact,
to handle such transfers, we have to regard each phase as composed of a
number of chemical species, or components, such that the transfer from one
phase to the another is of individual components rather than of the phase as
a whole. Because this subject will be discussed in detail in Chap. 7, let us
assume here that there is no interphase mass transfer among the three con-
sidered phases. Accordingly, we can rewrite (6.3.3) and (6.3.4) for the mass
balances of the three phases in the form

∂

∂t
(φSαρα) = −∇·(ραqα) + ραΓ

′α, α = w, n, a. (6.5.21)

For the fluxes of the three fluid phases, following (6.5.20), we write:

qα = − kα
μα
· (∇pα + ραg∇z) , α = w, n, a. (6.5.22)

Following the discussion in Subs. 6.5.1, we now have two capillary pressure
curves:

pa − pn ≡ pcan = pcan(S�), pn − pw ≡ pcnw = pcnw(Sw), Sw + Sn = S�,
(6.5.23)

where the sum of saturations is expressed by

Sw + Sn + Sa = 1. (6.5.24)

In addition, we need the three constitutive relationships for the fluids’ den-
sities:

ρα = ρα(pα), α = w, n, a. (6.5.25)
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Altogether, we have 18 scalar equations for the 18 scalar variables:

pα, qα, Sα, ρα, α = w, n, a.

However, following the discussion in Subs. 7.9.4, we have only 3 primary vari-
ables for which we have to solve the three partial differential (mass balance)
equations. Obviously, each partial differential equation requires appropriate
initial and boundary conditions.



Chapter 7

MODELING CONTAMINANT
TRANSPORT

The issue of contamination of water in the subsurface was introduced in
Subs. 1.1.5. In that subsection, we have also listed a number of the more
common sources of subsurface contamination.

Our objective in this chapter is to develop complete mathematical mod-
els that describe the transport in the subsurface of contaminants dissolved
in the water that occupies the void space, or part of it. These dissolved
species determine groundwater quality. We use here the term ‘transport’ as
an abbreviation for ‘movement, storage, and transformations’, with the term
‘transformations’ indicating changes in concentrations of dissolved chemical
species as consequences of chemical reactions, and interphase transfers, such
as dissolution of the solid matrix, and precipitation. Such transformations,
which appear in the mass balance equation for a chemical species as source
or sink terms, are also discussed in this chapter.

Accordingly, we shall start this chapter by discussing the flux of a chemical
species, by different modes, then construct the mass balance equation for
such species, and finally discuss the source/sink terms that describe chemical
reactions and interphase transfers.

Although we are using here the term contaminant, to emphasize that our
primary interest is groundwater contamination, the discussion, the modeling,
etc. in this chapter is applicable to any chemical species dissolved in the
water (e.g., a tracer) that travels through the void space of a porous medium
domain.

As in previous chapters, we shall consider macroscopic level models that
describe and facilitate the prediction of the transport of one or more (pos-
sibly interacting) chemical species in a single- or multi-phase system. Such
predictions are required in order to plan the management of an aquifer, or
the cleanup of the subsurface. In principle, such models are obtained by first
understanding the relevant phenomena that occur at the microscopic level,
i.e., at points within the fluid phase, and modeling these phenomena at that
level. The macroscopic models are then derived by averaging the microscopic
ones. Both modeling levels are discussed in Sec. 1.3.

In principle, the structure and content of a contaminant transport model
is the same as that of a flow model. The main difference is that in the flow
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model, the transported quantity is the mass of the fluid phase, while in a
contaminant transport model, the transported quantity is the mass of the
chemical species—the contaminant—carried by that phase. In the first case,
the intensive quantity is the fluid mass density, while in the latter case, it
is the concentration of the chemical species. Furthermore, we may have to
consider, simultaneously, a number of interacting chemical species.

Note that although in this book we are interested primarily in groundwater
in aquifers, especially with respect to groundwater quality and contaminant
transport, we have also to consider the transport of contaminants through
the unsaturated zone, as many chemical and biological activities that take
place in this zone strongly affect the eventual contamination of groundwater
in an underlying aquifer.

As explained in the previous chapter (see Sec. 6.5), in addition to water
and air that together occupy the void space in the unsaturated zone (and wa-
ter alone in the saturated zone), a third fluid phase—a Non-Aqueous Phase
Liquid (NAPL)—may occupy part of the void space in both zones. In most
cases, this NAPL (e.g., benzene and other hydrocarbons, and trichloroethy-
lene) is also a contaminant. We have emphasized in the previous chapter that
although a NAPL may be almost immiscible in water, its small, often very
small, solubility is sufficient to render groundwater as being contaminated. In
this chapter, we shall not treat the movement of NAPL as a separate, third
phase, but focus only on contaminants that are dissolved in and carried by
the water.

Figure 7.0.1 shows some typical cases of subsurface contamination:

(a) The migration of a contaminant that is leached from a landfill; the
leachate travels through the vadose and then through the (saturated)
aquifer, eventually draining to a river.

(b) An LNAPL (= Light NAPL) leaks from an underground storage tank
and migrates through the vadose zone, eventually accumulating on an
underlying water table.

(c) Different routes through which a DNAPL (= Dense NAPL) and an
LNAPL can contaminate an aquifer.

In all these cases, dissolved contaminants are transported in the subsurface.
Our objective in this section is to discuss modes of transport of such con-
taminants and the laws that governs their fluxes. Unless stated otherwise,
the discussion will be at the macroscopic level. As throughout this book, the
presentation is limited to isothermal conditions, although (man-made or nat-
urally occurring) temperature changes may significantly affect the transport
of solutes.
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Figure 7.0.1: Examples of subsurface contamination.

7.1 Contaminant Fluxes

7.1.1 Measures of phase composition

Liquid and gas phases are comprised of many chemical species. This state-
ment is also valid for the solid matrix. However, our main interest is in the
aqueous phase that occupies the entire void space in the subsurface, or part
of it. This phase is comprised primarily of water (H2O), with minute quan-
tities of various chemical species dissolved in it. Although chemical reactions
that involve solid matrix minerals, e.g., dissolution and precipitation, may
play a significant role in changing the structure and configuration of the
solid matrix, unless otherwise specified, we shall simplify the discussion by
assuming that the numerous minerals constituting the soil’s solid matrix are



344 MODELING CONTAMINANT TRANSPORT

represented by a single pseudo-species, referred to as ‘solid’. On the other
hand, each fluid phase that occupies the void space, or part of it, whether a
liquid or a gas, may be composed of more than a single species of interest. It
is, therefore, necessary to consider the composition of each individual phase.
The quantity of a given chemical species within a phase may be expressed in
a number of ways.

Concentration. The concentration of a component indicates the quantity
of the latter in a unit volume of fluid phase. It can, thus, be measured in
different ways, depending on the selected units for quantity and volume. As
everywhere in this book, we shall use a subscript to denote a phase (e.g.,
α), and a superscript to denote a component (e.g., γ). To emphasize that we
measure the concentration at a point in a porous medium domain, or in a
sample taken at such point, we shall assume that the fluid’s volume is Uoα,
i.e., the volume of the α-phase within an REV.

Sometimes, the chemical species is referred to as a ‘solvent’ if it is the
predominant species in a phase, or as a ‘solute’ if it constitutes only a small
portion of a phase.

The common units for expressing the quantity of a species are the gram,
abbreviated g (expressing the mass of the component), the mole (expressing
the number of basic entities, such as molecules or ions), and the equivalent
(expressing the number of equivalent weights). One mole of a substance con-
tains as many atoms (or molecules, etc.) as there are atoms in exactly 12 g
of carbon (12C). This number is approximately 6.0221415× 1023, also known
as the Avogadro’s number.

In the SI system of units, the kilogram (= 1000 grams) is the standard
unit for mass. The standard unit for volume in the metric system is the liter,
defined as the volume of one kilogram of water at 20◦C and pressure of one
atmosphere. Other units of volume are the milliliter (m� = 1/1000 of a liter),
equal to the cubic centimeter (cc, cm3).

Mass concentration. The mass concentration, cγα (≡ ργα), expresses the
mass of a γ-species, per unit volume of a fluid α-phase:

cγα =
mγ
α

Uoα , (7.1.1)

where mγ
α denotes the mass of γ within an REV. This is the most commonly

used measure for describing water quality. The common units are g/� (=
grams of γ per liter of fluid), or mg/� (= milligrams of γ per liter of fluid).

Molar concentration. The molar concentration, or molarity, [cγ ], ex-
presses the number of γ-moles, Nγ

α , per unit volume of the α-phase:

[cγα] =
Nγ
α

Uoα =
cγα
Mγ

, (7.1.2)
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where Mγ is the molecular mass of the γ-species. In thermodynamic rela-
tionships, moles are the only measure of concentration. The common units
are moles of γ per liter of α-phase (mol/�), or mol/m3 (≡ mmol/�).

Molar fraction. The molar fraction, or mole fraction, nγα, is useful when
dealing with modeling transport of contaminants with chemical reactions (=
reactive transport). It is defined as the ratio between the number of moles of
γ and the total number of moles in the α-phase:

nγα =
Nγ
α

Nα
, Nα =

∑

(γ)

Nγ
α ,

∑

(γ)

nγα = 1. (7.1.3)

Equivalent concentration, cγeqα , is another useful measure, defined as

cγeqα =
Nγeq
α

Uoα , (7.1.4)

where Nγeq denotes the number of equivalents of γ in α. It gives the quantity
of γ that reacts with, or equal to the combining value of, a specified quantity
of another substance with respect to a given reaction. For redox reactions (see
any text on chemistry or geochemistry, e.g., Appelo and Postma (2005)), the
mass of a substance associated with the loss or gain of one mole of electrons
is commonly referred to as the ‘equivalent weight’ of that substance with
respect to the reaction. In this case, cγeqα = cγαi

γ/Mα, with iγ denoting the
ionic charge or valence of γ.

Other often encountered definitions of concentration are the equivalents
per liter (≡ eq/�), defined as the number of moles of a solute, multiplied
by the valence of the solute species, per liter of solution, and equivalents per
million, epm, defined as the number of moles of a solute, multiplied by the
valence of the solute species, per 106 g of solution.

Mass fraction. The mass fraction, ωγα, is the mass of a γ-species per unit
mass of the α-phase:

ωγα =
mγ
α

mα
=

cγα
cα
,

∑

(γ)

ωγα = 1. (7.1.5)

This measure is applicable to a γ-species in solution in a fluid-phase, or as
part of a solid phase. The unit ppm, ‘parts per million’, defines the number
of grams of solute per million grams of solution. The mass fraction is widely
used for aqueous contaminants in the saturated zone.

Electrical conductivity, EC, measures the ability of a solution to conduct
electrical current. Although this is not a measure of concentration, it is in-
cluded here because it is related to the ions that are present in the solution.
The unit is the reciprocal of ohm-meters, or, in the SI system, siemens per
meter (S/m). Often, the EC is measured in the reciprocal of milliohms or,
microohms, known as millimhos (≡ mS), or micromhos (≡ μS), respectively.
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7.1.2 Advective flux

We consider the transport of a γ-contaminant, actually, any dissolved chemi-
cal species, within a fluid phase that occupies the entire void space, or part of
it, at a volumetric fraction θ. With V denoting the (intrinsic phase) average
(mass-weighted) velocity of the phase, and cγ denoting the (intrinsic phase)
average concentration of the contaminant (expressed as mass of contaminant
per unit phase volume), the advective flux, Jγadv, of the considered component
(= contaminant) is given by the product

Jγadv = θVcγ . (7.1.6)

This flux expresses the mass of the component passing through a unit area
of porous medium, normal to V, per unit time.

7.1.3 Diffusive flux

A. Definition of diffusive flux and Fick’s law

A fluid phase is, usually, composed of a number of chemical species (Subs.
1.3.1), each made up of a large number of identical molecules (ions, atoms,
etc.) that are in constant random motion (Brownian motion). Note that a
solvent is one of the chemical species. At the microscopic level, each intensive
quantity of a chemical species of a phase, e.g., concentration, may be regarded
as a continuum. The behavior of this continuum is obtained by averaging the
behavior of the individual molecules that comprise it. For example, each
molecule has mass, momentum, and energy. The transport of these extensive
quantities at the microscopic level is obtained by averaging their transport
by the individual molecules. Let superscript γ denote a dissolved chemical
species. We shall start by considering what happens at the microscopic level,
without using any symbol to denote this fact.

The total flux, jtE, of an extensive quantity E, and jtE
γ

of the extensive
quantity Eγ , of a γ-species, can be expressed as

jtE = eVE , jtE
γ

= eγVE
γ

, (7.1.7)

with
jtE =

∑

(γ)

jtE
γ

=
∑

(γ)

eγVE
γ

, (7.1.8)

where e (= quantity of E per unit volume of the phase) denotes the density
of E, and e =

∑

(γ) e
γ . In these equations, the velocities, VE of a particle of

an E-continuum and VE
γ

of a particle of an Eγ-continuum of a γ-species,
both of a phase, are defined as:

VE ≡ ∂xE

∂t

∣

∣

∣

∣

ξE
=const.

, VE
γ ≡ ∂xE

γ

∂t

∣

∣

∣

∣

ξEγ
=const.

, (7.1.9)
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where xE denotes the position vector of an E-particle with material coordi-
nates ξE. We recall that V(≡ Vm) denotes the mass weighted velocity, i.e.,
the velocity of the extensive quantity mass (i.e., E ≡ m).

Physically, eVE represents the quantity of E passing through a unit area
of the E-continuum, normal to the direction of VE , per unit time. This flux
may be expressed as the sum of two fluxes:

eVE = eV + e (VE −V) ≡ eV + jE. (7.1.10)

We have, thus, decomposed the total flux of E, jtE, into two parts:

• an advective E-flux, eV, carried by the (mass-weighted) velocity of the
phase, V, with respect to a fixed coordinate system, and

• a flux, e (VE −V), relative to the advective one. This second flux, denoted
by jE, is called the diffusive flux of E (with respect to the mass-weighted
velocity):

jE = e (VE −V) . (7.1.11)

We may now apply the above definitions to the particular case in which
Eγ is the mass of a γ-species of a fluid phase, with eγ ≡ ργ ≡ cγ , and with cγ

referred to as the concentration of the γ-species. For this case, the total mass
flux is expressed by cγVγ . When decomposed into two parts, we obtain:

cγVγ = cγV + cγ(Vγ −V) = cγV + jγ , (7.1.12)

where
N
∑

γ=1

cγVγ ≡ ρV, and jγ = cγ(Vγ −V), (7.1.13)

is the diffusive mass flux of the γ-species, usually referred to as molecular
diffusion. We note that for all (N) species within a phase,

N
∑

γ=1

jγ =
N
∑

γ=1

cγ(Vγ −V) =
N
∑

γ=1

ρ(V −V) = 0. (7.1.14)

We have thus decomposed the total mass flux of a γ-species into two parts:

• an advective mass flux, cγV, carried by the mass-weighted velocity of the
phase, with respect to a fixed coordinate system, and

• a diffusive flux, cγ(Vγ −V), relative to the advective one.

Both fluxes are in terms of mass of chemical species per unit area of fluid
phase.

Equations (7.1.12) and (7.1.13) give the total and the diffusive mass fluxes
of a considered chemical species, respectively.

Still at the microscopic level, we consider a fluid containing only two
species: γ and δ (= binary system). The mass flux of molecular diffusion of
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the γ-species, jγ , relative to the advective mass flux of the fluid phase, mov-
ing at the mass-weighted velocity, V, is expressed by Fick’s law of molecular
diffusion, in the form:

jγ = cγ(Vγ −V) = −ρDγδ∇ωγ ,
∑

(γ)

jγ = 0, (7.1.15)

ωγ = ργ/ρ denotes the mass fraction of γ, and the scalar Dγδ is the coefficient
of molecular diffusion (dims. L2/T) of the γ-component in a fluid phase that
contains only two components, γ and δ.

The diffusive flux of the other component, δ, is given by jδ = −ρDδγ∇ωδ.
Note that the condition jγ + jδ = 0 implies that for a binary system Dγδ =
Dδγ . It is assumed that Dγδ is independent of cγ . However, it is, in general,
a function of pressure and temperature.

When ∇ρ = 0, i.e., a homogeneous fluid, we may write Fick’s law, (7.1.15),
in terms of the concentration, cγ , as

jγ ≡ cγ(Vγ −V) = −Dγδ∇cγ . (7.1.16)

Fick’s law can also be written in terms of the gradient of molar concentration,
[cγ ].

Typical values of Dγδ at 25◦C, for a solute in an aqueous phase, are in
the range of 5–100×10−6 cm2/s. For example, for Ca2+, Dγδ = 7.9 × 10−6

cm2/s; for K+, Dγδ = 19.6 × 10−6 cm2/s; and for Cl−, Dγδ = 20.3 × 10−6

cm2/s. Typical values for a dilute component in an air are: for water vapor,
Dγδ = 2.2× 10−1 cm2/s; and for TCE vapor, Dγδ = 7.8 × 10−2 cm2/s. The
diffusivity of a broad range of compounds as a function of temperature and
pressure are given by Poling et al. (2000). Fick’s law, (7.1.15), also holds, as
an approximation, for the diffusive flux of a γ-component in a multicompo-
nent system, as long as the δ-component is the solvent component and all
components, except δ and γ, are at dilute concentrations. Another case where
Fick’s law holds is when all components are at dilute concentrations, except
for the δ-component. Then, jλ = −ρDλδ∇ωλ for λ �= δ, and

jδ = −
∑

γ( �=δ)
jγ =

∑

γ( �=δ)
ρDγδ∇ωγ . (7.1.17)

This last equation follows from the necessary condition:
∑

(γ) j
γ = 0.

B. Diffusion of ions and electroneutrality

The diffusion of an ion (considered as a γ-species) in an aqueous solution,
away from any charged solid surface, is affected by the electrical field gener-
ated by all ions in the solution. In a dilute solution, this diffusive mass flux
is given by

jγ = − ρF
RT

zγDγωγ∇ϕe − ρDγ∇ωγ , (7.1.18)
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where ϕe denotes the potential of the electrical field, and zγ is the electrical
charge of the ion. Here, F is Faraday’s constant, defined as the charge of one
mole of singly-charged ions (= 9.65×104 Coulombs/mole). Equation (7.1.18)
is derived from the Nernst-Planck equations (Probstein, 1994).

It is observed experimentally that in (non-organic) electrolytic solutions,
the condition of electroneutrality holds: the net charge at any given point in
a solution, away from charged surfaces, is essentially zero. That is,

∑

(λ)

zλnλ = 0. (7.1.19)

Electroneutrality requires that the diffusion fluxes satisfy the condition
∑

(λ)

zλjλ/Mλ = 0. (7.1.20)

The electrical field between the ions, which is proportional to the gradient,
−∇ϕe, counteracts the tendency of molecular diffusion to disturb charge
neutrality. Therefore, by substituting (7.1.18) into the condition (7.1.20) and
solving for −∇ϕe, we obtain

−∇ϕe =
RT

F

∑

(λ) z
λDλ∇ωλ/Mλ

∑

(λ)(zλ)2Dλωλ/Mλ
. (7.1.21)

Substituting this expression into (7.1.18) gives

jγ = zγρDγωγ
∑

(λ) z
λDλ∇ωλ/Mλ

∑

(λ)(zλ)2Dλωλ/Mλ
− ρDγ∇ωγ . (7.1.22)

This expression is the diffusive mass flux of an ionic species in an electrically
neutral dilute solution; it is used for modeling the transport of multiple ionic
species (Lichtner, 1995).

C. Macroscopic Fick’s law

Our next step is to average the microscopic level advective and diffusive
flux expressions presented above in order to obtain their macroscopic coun-
terparts. This goal can be achieved by volume averaging over an REV
(Sec. 1.3.3), or by various methods of ‘homogenization’ (Subs. 1.3.4).

In the passage from (7.1.16) to its macroscopic counterpart, the configura-
tion of the solid-fluid interface, and conditions on it, affect the transformation
of the (local) concentration gradient into a gradient of the average concentra-
tion (which is the state variable at the macroscopic level). Bear and Bachmat
(1990), who used volume (REV) averaging, presented ‘averaging rules’, which
should be employed in order to average mathematical models written at the
microscopic level. We recall that taking an average involves integration (e.g.,
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(1.3.2)), which takes into account the configuration and the conditions on the
domain over which integration is performed. Following Bear and Bachmat
(1990), and noting the various underlying assumptions, we average (7.1.15)
for a fluid of constant density and constant coefficient of molecular diffusion,
obtaining an expression for the macroscopic form of Fick’s law of molecular
diffusion. It expresses the macroscopic diffusive flux, Jγ , of a γ-species within
a fluid phase that occupies the entire void space, or part of it, in the form:

Jγ = −DγT∗(θ) · ∇cγ = −D∗γ(θ) · ∇cγ , (7.1.23)

where cγ(≡ cγ
α) is now the concentration of the γ-species at the macroscopic

level, θ denotes the volumetric fraction of the considered phase, and D∗γ

(= D∗γ(θ)) = DγT∗(θ), a second rank symmetric tensor, is the coefficient of
molecular diffusion within a phase in a porous medium. Note that Jγ denotes
the flux of γ per unit area of the fluid within a porous medium cross-section.
For brevity, we have dropped the superscript δ in Dγδ. For saturated flow,
we replace θ by the porosity, φ.

The symbol T∗, a second rank symmetric tensor, represents the tortuosity
of the porous medium (e.g., Bear and Bachmat, 1990). In an isotropic porous
medium, the components of the tortuosity tensor, T∗

ij , may be represented as
T∗δij , in which T∗(< 1) is a scalar tortuosity, and δij is the Kronecker delta,
with δij = 1 for i = j, and δij = 0 for i �= j.

In indicial notation, (7.1.23) takes the form:

Jγi = −DγT∗
ij(θ)

∂cγ

∂xj
,= −D∗γ

ij (θ)
∂cγ

∂xj
. (7.1.24)

Note that Einstein summation convention, introduced in Subs. 4.1.4, is used
in (4.1.4), as in all indicial notation equations in this book.

For a fluid of variable density, the macroscopic diffusive flux is

Jγ = −ρD∗γ(θ) · ∇ωγ , (7.1.25)

where all variables and the coefficient are at the macroscopic level. Solute
diffusion is also affected by the fact that the fluid’s viscosity near the solid
surfaces is higher than that in the interior of the fluid phase (Olsen and
Kemper, 1968). We could include this affect as a factor affecting D∗γ .

The tortuosity of a phase is a macroscopic geometrical coefficient that ex-
presses the effects of the microscopic surface that bounds that phase on the
diffusive flux. In fact, Bear and Bachmat (1990) show that the same tortuos-
ity appears when considering the diffusive flux of any extensive quantity, say
heat, that is confined to the fluid-occupied domain. As such, it depends on
the configuration of the phase within the void space. Hence, in systems with
multiple phases, each of the tortuosity components is a function of the sat-
urations. Some authors relate the tortuosity in an isotropic porous medium
to the volumetric fraction of the phase. For example, Millington (1959) gave
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the equation

T∗(θ) =
θ7/3

φ2
. (7.1.26)

Note that when used to express the flux per unit area of porous medium, the
tortuosity given by (7.1.26) takes the form θT∗(θ) = θ10/3/φ2. Because the
value of the tortuosity falls in the range zero to one, the value of the diffusivity
in a fluid that occupies the entire void space, or part of it, is smaller than
the corresponding value in an open fluid body.

D. Surface diffusion

Surface diffusion is the phenomenon of the net motion on the solid’s surface
of adsorbed atoms (often referred to as ‘adatoms’), or molecules, ions or
clusters of adatoms. When integrated over the entire surface area within a
unit volume of porous medium, it is expressed as a macroscopic flux analogous
to the diffusive flux that results from the random motion of the ions or atoms
of a chemical species within the fluid that occupies the void space, or part of
it. In fact, surface diffusion will also occur within the films that coat the solid
surface in voids occupied by air in the unsaturated zone. Surface diffusion
could be significant in fine grained porous media, e.g., clay, due to their huge
specific surface.

An important example is the compacted clay or bentonite that serves as a
barrier to radionuclides in a geological repository of high-level nuclear waste.
Due to its huge specific surface, the barrier effect is achieved by adsorbing the
escaped radionuclides; nevertheless, surface diffusion may play an important
role since very long time periods are considered. Jahnke and Radke (1987)
visualized the total (macroscopic) flux of a γ-ion as composed of two parts:
Jγdiff , which is the usual Fickian diffusion, and Jγs.diff , which describes surface
diffusion, with

Jγdiff.total = Jγdiff + Jγs.diff , (7.1.27)

in which both fluxes are described as Fickian expressions, i.e., both fluxes
are proportional to the gradients in the respective concentrations. The model
will then involve two variables: concentration in the fluid, and concentration
adsorbed on the solid. Jahnke and Radke (1987) developed an expression
for an equivalent diffusive flux that combines the two phenomena under the
assumption of an equilibrium ion-exchange isotherm.

The subject of surface diffusion will not be further considered in this book.

7.1.4 Hydrodynamic dispersion

We shall start by considering the transport of a contaminant (actually, any
solute) in a single fluid phase that occupies the entire void space. Later, we
shall extend the discussion to multiple phases.

Consider the flow of a fluid phase (f), say, water, through a porous medium
domain. At some initial time, let a portion of this fluid phase be labeled by
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Figure 7.1.1: Longitudinal and transversal spreading of a solute. (a) Longi-
tudinal spreading of an initially sharp front, (b) Spreading of a solute slug
injected at a point.

some identifiable solute, a tracer. Let us start by conducting two conceptual
field experiments.

Figure 7.1.1a shows saturated, (macroscopic) two-dimensional uniform
flow, at an average velocity V (≡ V

f
), in the x-direction, in a porous medium

domain, say, an aquifer. At an initial time, t = 0, an (assumed) abrupt
straight line front divides the domain into two parts: one, x < 0, occupied
by water with a dissolved solute at the concentration c = 1, and the other,
x ≥ 0, occupied by water at the solute concentration of c = 0. Using Darcy’s
law to calculate V (= −(K/φ) · ∇h), we may obtain the position of the (as-
sumed) abrupt front, at x = L, at any later time, t, through the expression
L = Vt. On the basis of Darcy’s law alone, the two kinds of fluids would con-
tinue to occupy distinct subdomains, separated by an abrupt moving front.
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However, in our ‘experiment’, by measuring concentrations at a number of
observation wells scattered in the domain, we observe that no such front ex-
ists. Instead, we observe the development of a transition zone across which
the solute concentration varies from c = 1 to c = 0. Experience shows that
as flow continues, the width of the transition zone increases. This spreading
of the solute-labeled fluid, and the evolution of a transition zone, instead of
a sharp front, cannot be explained by the average movement of the fluid at
a velocity calculated by Darcy’s law.

As a second (conceptual) experiment, consider the injection of a small
quantity of tracer at a point x = 0, y = 0, at some initial time, t = 0, into a
tracer-free (macroscopic) two-dimensional uniform flow in a porous medium
domain. Making use of the (averaged) velocity as calculated by Darcy’s law,
we should expect the tracer-labeled fluid slug to move as a volume of fixed
shape, reaching the point x = Vt at time t. Again, field observations (shown
in Fig. 7.1.1b) reveal a completely different picture. We observe a spreading
of the solute, not only in the direction of the (averaged) uniform flow, but
also normal to it. The area occupied by the solute-labeled fluid, which has
the shape of an ellipse in the two-dimensional flow domain considered here,
will continue to grow, both longitudinally, i.e., in the direction of the uniform
flow, and transversely, i.e., normal to it. The concentration peak appears to
move at the averaged velocity. Curves of equal concentration have the shape
of confocal ellipses. Again, this spreading cannot be explained by considering
the averaged flow alone, especially noting the spreading perpendicular to
the direction of the uniform averaged flow, and the ever-growing subdomain
occupied by solute-labeled fluid.

The spreading phenomenon in a porous medium domain as described above
is called hydrodynamic dispersion. It is an unsteady, irreversible process (in
the sense that the initial tracer distribution cannot be obtained by reversing
the direction of the uniform flow) in which the mass of a tracer continuously
‘mixes’ with the non-labeled portion of the moving fluid.

The phenomenon of dispersion may be demonstrated also by a simple
laboratory experiment. Consider steady flow of water at a constant discharge,
Q, in a column of homogeneous porous material. At t = 0, tracer-marked
water (e.g., water with NaCl at a concentration that is sufficiently low so
that the effect of density variations on the flow pattern is negligible), at
c = c1, starts to displace the indigenous unmarked water (c = co) in the
column . Let the tracer concentration, c = c(t), be measured in the effluent
leaving the column and presented in a graphical form, called a breakthrough
curve, as a relationship between the relative tracer concentration, ε (≡ (c(t)−
co)/(c1− co)) and time. In the absence of dispersion, the breakthrough curve
would take the form of the dashed line shown in Fig. 7.1.2, where Ucolumn is
the pore volume in the column. This would be indicative of the movement of
a persistent sharp front between the labeled and unlabeled fluids. In reality,
due to hydrodynamic dispersion, the breakthrough curve will take the form
of the S-shaped curve shown as a solid line in the figure.
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Figure 7.1.2: Breakthrough curve in one-dimensional flow in a column of
homogeneous porous material; ε ≡ (c(t)− co)/(c1 − co)

As stated above, we cannot explain all the above observations on the basis
of the average flow velocity. We must refer to what happens at the microscopic
level, viz., inside the REV. There, we observe (Fig. 7.1.3) velocity variations
in both magnitude and direction across any pore cross-section (even when
the averaged flow is uniform), and between flow paths. We recall that even in
a straight circular capillary tube, we have a parabolic distribution of fluid ve-
locity (see any text on fluid mechanics), with zero velocity at the (stationary)
solid surface, and a maximum velocity at the center of the tube. The void
space may be visualized as an assembly of interconnected tubes, with vary-
ing diameters. The maximum velocity itself varies according to the size and
shape of the pores. Because of the shape of the interconnected pore space, the
(microscopic) streamlines deviate from the mean direction of flow (Fig. 7.1.3a
and b). Altogether, we note that the velocity at the microscopic level varies
in magnitude and direction from point to point within the fluid present in
the void space. As a consequence, any initial cloud of closely-spaced tracer
particles will spread out, with each fluid particle traveling along its own mi-
croscopic streamline. Therefore, the shape of the initial cloud will gradually
change, and so will the fluid volume occupied by it. This phenomenon is re-
ferred to as mechanical dispersion, where the term ‘mechanical’ is used to
remind us that this part of the spreading is due to fluid mechanical phenom-
ena, and ‘dispersion’ is just another word for ‘spreading.’

As flow continues, the tracer particles, which originate from any small
subdomain in the fluid within the void space, will occupy an ever growing
volume of the flow domain. The two basic factors that produce mechanical
dispersion are, therefore, flow and the presence of a pore system through
which the flow takes place.

Although this spreading is in both the longitudinal direction, viz., that
of the (local) average flow, and in the direction transverse to the latter, it
is primarily in the former direction. Very little spreading in the direction
perpendicular to the average flow is produced by velocity variations alone.
Also, such velocity variations alone cannot explain the ever-growing width
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Figure 7.1.3: Dispersion due to mechanical spreading (a,b), and molecular
diffusion (c).

(normal to the direction of flow) of a plume of tracer-labeled fluid particles
originating at a point source.

In order to explain the observed spreading, especially transverse to the
flow direction, we must refer to an additional phenomenon that takes place
in the void space, viz., molecular diffusion, discussed in Subs. 7.1.3.

As shown in Subs. 7.1.3, molecular diffusion of a component in a fluid,
caused by the random motion of the molecules (Brownian motion), produces
an additional flux of the component’s particles (at the microscopic level) from
regions of higher concentrations to those of lower ones. This flux is relative to
the advective one, produced by the velocity of the fluid phase. This means, for
example, that as component particles spread along each microscopic stream-
tube, as a result of mechanical dispersion, a concentration gradient is pro-
duced, which, in turn, produces an additional flux of the component by the
mechanism of molecular diffusion. The latter phenomenon tends to equalize
the concentration along every microscopic stream-tube. At the same time, a
concentration gradient is also produced between adjacent stream-tubes, caus-
ing lateral molecular diffusion, across streamlines (Fig. 7.1.3c), which tends
to equalize the concentration across pores. It is this phenomenon, combined
with the randomness of the streamlines, that explains the observed ever-
growing extent of transverse dispersion.

Thus, the deviations in solute concentration within a fluid phase, from the
concentrations obtained by assuming advection only (at the average veloc-
ity), are due to two simultaneous phenomena: variations in the microscopic
velocity of the phase, with respect to the averaged velocity, and molecular
diffusion. In this way, molecular diffusion contributes to the dispersive flux.
This contribution is in addition to the diffusive flux at the macroscopic level ,
as described by (the averaged) Fick’s law. The latter is the only flux that
takes place when the averaged velocity is zero. It may thus be concluded,
that even when the macroscopic effect of diffusion is relatively small, it is
only the combination of microscopic velocity variations and molecular diffu-
sion that produces mechanical dispersion.
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Molecular diffusion makes dispersion, even in purely laminar flow, an irre-
versible phenomenon. Irreversibility is exhibited, for example, by the growing
width of a transition zone around an initially sharp tracer front in uniform
flow, as the direction of the flow is reversed. A second source of irreversibility
arises from the procedure used for averaging microscopic velocities, for ex-
ample, averaging over an REV. There is an inevitable continual and growing
loss of information at the microscopic level as one solves the governing equa-
tions at the macroscopic level forward in time. This fact exhibits itself in the
smearing of an initially sharp macroscopic concentration front. This loss of
information is irretrievable and, hence, the solutions to the equations are also
not reversible. Thus, it is possible for macroscopic theories to be irreversible
even without considering molecular diffusion. Whereas the first type of irre-
versibility, i.e., that caused by molecular diffusion, predicts the irreversibility
of physical observable values (i.e., actual concentrations), the second type
of irreversibility is manifested in the mathematical equations describing the
dispersion phenomena.

We refer to the flux that causes mechanical dispersion (of a component)
as dispersive flux . It is a macroscopic flux that takes into account the effect
of the variations in the microscopic velocity in the vicinity of a point. We
note that the decomposition of the average of the total (local) advective
flux into an advective flux at the average velocity and a dispersive flux, is a
consequence of the averaging process that we have chosen to employ.

We use the term hydrodynamic dispersion to denote the spreading (at the
macroscopic level) that results from both mechanical dispersion and molec-
ular diffusion. Actually, the separation between the two processes is rather
artificial, as they are inseparable. An exception is in the absence of motion,
when only molecular diffusion takes place. Because molecular diffusion is a
relatively slow process, its overall effect on dispersion is more significant at
low velocities.

In general, variations in tracer concentration cause changes in the fluid’s
density and viscosity. These, in turn, affect the flow regime (i.e., velocity
distribution) that depends on these properties. We use the term ideal tracer
when the concentration of the latter does not affect the fluid’s density and
viscosity. At relatively low concentrations, the ideal tracer approximation is
sufficient for most practical purposes. However, in certain cases, for example,
in the case of seawater intrusion into a region of freshwater, the density may
vary appreciably, and the ideal tracer approximation should not be used; we
have to take into account the effect of concentration changes on the fluid’s
density and viscosity.

7.1.5 Dispersive flux

From the discussion in previous subsection, it follows that the dispersive
flux, as a macroscopic flux of a component relative to the flux carried by
the average velocity (≡ advective flux), is a consequence of the fact that
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both the velocity and the concentration vary from point to point within a
fluid phase that occupies the entire void space, or part of it. Let us relate
this flux to measurable quantities such as (average) velocity and (average)
concentration. For the sake of simplicity, we shall make use of the volume
averaging approach.

The advective flux of a component (per unit area of fluid) at a (micro-
scopic) point, x′, within a fluid phase (f) that occupies part of the void
space within an REV centered at a point x, is given by cV. The intrinsic
phase average of this flux is cV

f
. In order to express this flux in terms of

the average values, cf and V
f
, the velocity, V(x′, t;x), and the component

concentration, c(x′, t;x), are decomposed into two parts: an intrinsic phase
average value and a deviation from that value, in the form:

V(x′, t;x) = V
f
(x, t) + V̊(x′, t;x),

c(x′, t;x) = cf (x, t) + c̊(x′, t;x). (7.1.28)

Because an average value is constant over the REV, we have (..)
f
f

= (..)
f
.

As a consequence,

V̊
f

= 0, and c̊
f

= 0. (7.1.29)

To obtain the average flux (still per unit area of fluid), we write:

cV
f

= (cf + c̊)(V
f

+ V̊)
f

= cfV
f
f

+ cfV̊
f

+ c̊V
f
f

+ c̊V̊
f

. (7.1.30)

Because the average of the deviations vanishes, the second and third terms
on the right-hand side of (7.1.30) vanish, leaving the relationship:

cV
f

= cfV
f

+ c̊V̊
f

. (7.1.31)

From this equation, it follows that the average (= macroscopic) flux of a
component at a point in a porous medium domain (= centroid of an REV)
is equal to the sum of two macroscopic fluxes:

• an advective flux, cfV
f
, expressing the mass of the component carried

by the fluid at the latter’s average velocity, V
f
. The (microscopic) mass

averaged velocity, V was introduced in Subs. 7.1.3, and

• a flux, J∗γ ≡ c̊V̊
f

, that results from the variation of c and V within the
REV for which the point, x, serves as a centroid. Recalling the discussion
in the previous subsection, this is the flux that produces the mechani-
cal spreading (≡ the dispersion) of the component. We refer to it as the
dispersive flux. It is a macroscopic flux caused by the variations in the
microscopic fluid velocity and in fluid concentration in the vicinity of a
(macroscopic) point in a porous medium domain. This flux is introduced
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to circumvent the lack of information concerning the detailed velocity vari-
ations at the microscopic level. This lack of information is the consequence
of our ignorance as to the detailed geometry of the surfaces that bound
the fluid phase.

7.1.6 Dispersion coefficient and dispersivity

Our next objective is to express the dispersive flux in terms of averaged (and
measurable) quantities, such as averaged velocity and averaged concentration.
Investigations over a period of about three decades, starting around the mid-
50’s (e.g., de Josselin de Jong, 1958; Saffman, 1959; Bear, 1961a; Scheidegger,
1961; Bear, 1972; and Bear and Bachmat, 1990, p. 401), have led to the
conclusion that the dispersive flux of a component (per unit area of fluid)
in a porous medium can be expressed as a Fickian-type law (i.e., a law that
resembles Fick’s (linear) law of molecular diffusion) in the form:

J∗ ≡ c̊V̊
f

= −D · ∇cf , (7.1.32)

or, in indicial notation:

J∗
i ≡ c̊V̊i

f

= −Dij
∂cf

∂xj
, (7.1.33)

where the Dij ’s (dims. L2/T) are components of a coefficient, D, called the co-
efficient of mechanical (or advective) dispersion, or the dispersion coefficient.
This coefficient is a second rank tensor that relates the flux vector J∗ to the
driving force vector −∇cf . Equation (7.1.33) is valid for the general case of
an anisotropic porous medium. The dispersion coefficient is characterized by:

• The Dij -matrix is non-negative definite (or positive definite). This is a con-
sequence of thermodynamics: the rate of entropy production, Ṡ, is related
to the thermodynamic driving force, X, and the thermodynamic flux, Y,
(referred to by De Groot and Mazur (1962) as conjugated flux and force,
respectively) by Ṡ = YiXi. Here, the driving force X is proportional to the
negative concentration gradient, −∇cf . In this case, the rate of entropy
production can be expressed by

Ṡ = χ

(

−Dij
∂cf

∂xj

)

× χ

(

−∂c
f

∂xi

)

≥ 0, or χ2Dij
∂cf

∂xj

∂cf

∂xi
≥ 0, (7.1.34)

in which, Y = χJ∗ = −χD · ∇cf and X = −χ∇cf . In the above, χ is
a parameter that depends on the extensive quantity considered; for each
such quantity, it transforms the flux and the driving force, in the form of
a gradient of an appropriate scalar considered (here ∇cf ), into conjugated
thermodynamic flux and force (De Groot and Mazur, 1962).

• The Dij -matrix is symmetric, i.e.,
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Dij = Dji. (7.1.35)

This is a consequence of the conjugated force and flux relation (De Groot
and Mazur, 1962), i.e., they satisfy

∂Yi
∂Xj

=
∂Yj
∂Xi

. (7.1.36)

Because we have circumvented the need to know the details (of velocity and
concentration) at the microscopic level by ‘escaping’ to the macroscopic level,
we are left with the need to determine a set of coefficients, in this case, Dij .
This situation is always the case whenever we try to overcome the lack of
information about details at the microscopic level by moving to the macro-
scopic level.

It is interesting to note that although Darcy’s law, (4.1.27), and the Fick’s
type law that governs the dispersive flux, (7.1.33), look similar, there is a
basic difference between the coefficients Kij and Dij : the former is a function
of the microscopic geometry of the void space (and of fluid properties), while
the latter depends also on the macroscopic velocity field.

Several authors (e.g., Nikolaevskii, 1959; Bear, 1961a; Scheidegger, 1961;
Bear and Bachmat, 1967, 1990) have derived the following expression for the
components Dij :

Dij = aijk�
Vk

f
V�
f

V
f

f(Pe, r), (7.1.37)

where V
f
(

≡ |Vf |
)

is the magnitude of the average velocity, r represents the
ratio between characteristic lengths, in the direction of the flow and normal
to it, within a pore, and Pe is a Peclet number defined by:

Pe ≡ V
f
Δf

Df , (7.1.38)

which expresses the ratio between the rates of transport of the considered
component, respectively, by advection and by diffusion (see a detailed dis-
cussion on dimensionless numbers in Subs. 7.7). In this definition, Δf is the
hydraulic radius of the fluid occupied portion of the void space, serving as
a characteristic length of the void space, and Df denotes the coefficient of
molecular diffusion in the fluid phase. Bear and Bachmat (1990) suggested an
expression for f(Pe, r). However, as is common in practice, we shall assume
f(Pe, r) ≈ 1, so that the coefficient of dispersion is expressed in the form

Dij = aijk�
VkV�
V

, (7.1.39)

in which Vk ≡ Vk
f
. Henceforth, for simplicity, we shall continue to drop the

notation for intrinsic phase averaging.
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The coefficients aijkℓ (dims. L) appearing in (7.1.39) are components of
a fourth rank tensor, a, called the dispersivity of the porous medium. It ex-
presses the effect, on the flow, of the microscopic configuration of the interface
between the considered fluid phase and all other phases within the REV. In
a saturated system, this interface is that between the fluid and the solid.
When a fluid occupies only part of the void space, each of the dispersivity
components, aijkℓ, is a function of the volumetric fraction of the fluid.

In a three-dimensional space, the dispersivity tensor, aijkℓ, has 34 = 81
components. However, because of various symmetry considerations, the num-
ber of independent coefficients is smaller. Specifically,

(a) From the expression for the rate of entropy production, Ṡ, and following
the discussion leading to (7.1.34), we have

Ṡ = χ

(

−Dij
∂cf

∂xi

)

× χ
(

−∂c
f

∂xj

)

= χ2aijkℓ
∂cf

∂xi

∂cf

∂xj

VkVl
V
≥ 0. (7.1.40)

It follows that aijkℓ is positive definite. This means that all principal
minors of aijkℓ are positive.

(b) The values of the aijkℓ are invariant under the permutation of indices,

aijkℓ = aijℓk, aijkℓ = ajikℓ. (7.1.41)

Hence, only 36 of the 81 components are independent of each other. It is
interesting to note that the 36 components are constrained by 26 − 1 = 63
constraints. As the material has more symmetry properties, the number of
independent coefficients decreases, until, when the material is isotropic, this
number is reduced to two (Bear et al., 2009).

A. Isotropic porous medium

In an isotropic porous medium, it has been demonstrated (Bear and Bach-
mat, 1990; see also Sirotine and Chaskolskaya, 1984, p. 651–2) that the 36
independent components reduce to two. This can be shown by considering
fourth rank tensors that satisfy the relationships (7.1.41) and are invariant
under the action of full rotational (orthogonal) symmetry. The two coeffi-
cients are designated as aL and aT , and are called the longitudinal and the
transverse dispersivities of the porous medium, respectively. The parameter
aL is a length that characterizes the microscopic configuration of the phase
within the REV. Thus, for a phase that completely fills the void space in
a porous medium, aL should be of the order of magnitude of the size of a
typical pore. Furthermore, by the positive definiteness of aijkℓ, it follows that

aL ≥ 0, aT ≥ 0. (7.1.42)

De Josselin de Jong (1958) and laboratory column experiments (e.g., Bear,
1961b) have shown that aT is 8 to 24 times smaller than aL.
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In terms of aL and aT , components of the dispersivity tensor for an isotropic
porous medium can be expressed in the form:

aikj� = aT δijδk� +
aL − aT

2
(δikδj� + δi�δjk), (7.1.43)

where δij is the Kronecker delta. The coefficient of dispersion, with f(Pe, r)
� 1, can then be expressed as

Dij =
[

aT δij + (aL − aT )
ViVj
V 2

]

V, V = |V|, (7.1.44)

in which Vi denotes the ith component of the average velocity vector V.
In Cartesian coordinates, with Vx, Vy , and Vz denoting average velocity

components in the x, y, and z directions, respectively, we obtain from (7.1.44):

Dxx =
[

aT + (aL − aT )
V 2
x

V 2

]

V =
1
V

(

aLV
2
x + aTV

2
y + aTV

2
z

)

,

Dyy =

[

aT + (aL − aT )
V 2
y

V 2

]

V =
1
V

(

aTV
2
x + aLV

2
y + aTV

2
z

)

,

Dzz =
[

aT + (aL − aT )
V 2
z

V 2

]

V =
1
V

(

aTV
2
x + aTV

2
y + aLV

2
z

)

,

Dxy =
[

(aL − aT )
VxVy
V 2

]

V = Dyx,

Dxz =
[

(aL − aT )
VxVz
V 2

]

V = Dzx,

Dyz =
[

(aL − aT )
VyVz
V 2

]

V = Dzy. (7.1.45)

Like any second rank tensor, D also has three principal directions. Using these
principal directions as Cartesian coordinate axes, x1, x2, x3, we may write D,
in the matrix form:

D =

⎡

⎣

Dx1x1 0 0
0 Dx2x2 0
0 0 Dx3x3

⎤

⎦ . (7.1.46)

In the special case of uniform flow, say Vx = V , Vy = Vz = 0, equation (7.1.45)
reduces to Dxx = aLV , Dyy = aTV , Dzz = aTV , Dxy = Dxz = Dyz = 0; or, in
matrix form:

D =

⎡

⎣

aL 0 0
0 aT 0
0 0 aT

⎤

⎦V =

⎡

⎣

DL 0 0
0 DT 0
0 0 DT

⎤

⎦ , (7.1.47)
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Figure 7.1.4: Principal directions of dispersion coefficient in an isotropic
porous medium.

where DL and DT are, respectively, the longitudinal and transversal dispersion
coefficients of an isotropic porous medium.

We have already mentioned that the tensor D (and its principal directions)
depends also on the (macroscopic) velocity field. Specifically, if we consider a
point on a macroscopic (instantaneous) streamline in a flow domain, we may
construct at that point:

• a unit vector, τ , in the direction of the tangent to the streamline, (i.e., in
the direction of the flow),

• a unit vector, ν, called the principal normal to the streamline (defined by
κν = dτ/ds, where s is the distance measured along the streamline, and
κ is the curvature of the streamline at the point), and

• a unit vector, β (= τ × ν), normal to both τ and ν (Fig. 7.1.4).

In an isotropic porous medium, the principal directions of the tensor D coin-
cide with the directions of these three unit vectors. As such, as the velocity
varies, these directions may vary from point to point and in time.

If, locally, we select τ , ν and β, as basis vectors of the coordinate system,
x1, x2, x3, then D takes the form (7.1.46). In such a case, Dx1x1 is called coef-
ficient of longitudinal dispersion, while Dx2x2 and Dx3x3 are called coefficients
of transverse dispersion.

B. Transverse isotropy (axial symmetry)

In an anisotropic porous medium, the number of independent dispersivity
coefficients is larger, depending on the kind of symmetry exhibited by the
anisotropic medium. As an example, we may consider a porous medium with
transverse isotropy, i.e., a porous medium with one axis of rotational sym-
metry. This means that in any plane perpendicular to that axis, the material
is isotropic, i.e., it does not exhibit property changes with direction, while
medium properties in the direction parallel to this axis are different (see
Sec. 2.5).
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For an axially symmetrical porous medium, with the vector e (compo-
nents ei) indicating the axis of symmetry, there exist six independent aijk�-
coefficients. The dispersivity components can then be expressed by (Bear
et al., 2009)

aijk� = a1δijδk� +
a2

2
(δikδj� + δi�δjk) + a3eiejδk� + a4eke�δij

+
a5

2
(eiekδj� + ejekδi� + eie�δjk + eje�δik) + a6eiejeke�, (7.1.48)

with a1 through a6 indicating the six independent dispersivity coefficients.
Fel and Bear (2009) determined the constraints that the six ai’s have to
satisfy as a consequence of the positive definiteness of the entropy production,
expressed by (7.1.34). We note that by dropping terms associated with ei in
(7.1.48), we obtain the isotropic case, described by (7.1.43), i.e., with a1 = aT ,
and a2 = aL − aT , and a3 = a4 = a5 = a6 = 0. These six dispersivity
coefficients, a1–a6, are properties of the porous medium only, meaning that
they are independent of the flow taking place in the porous medium, and the
chosen coordinate system.

Based on (7.1.39), the corresponding expression for the dispersion coeffi-
cients Dij is

Dij =
[

a1δij + a2
ViVj
V 2

+ a3eiej + a4δij
(Vkek)2

V 2

+a5
Vkek
V

Viej + Vjei
V 2

+ a6eiej
(Vkek)2

V 2

]

V. (7.1.49)

We note that the dispersion coefficient, which is used for determining the
dispersive flux by means of (7.1.32), depends not only on the porous medium
(through the dispersivity coefficients), but also on the velocity vector. As
velocity may vary in space and time, so does the dispersion coefficients.

In order to model solute transport in a transversely isotropic porous
medium under general flow conditions, we need to determine the six inde-
pendent dispersivities, or dispersivity coefficients. These ai coefficients can
be determined by conducting tracer tests in the field, and comparing tracer
concentrations within a plume with available analytical or numerical solu-
tions. Generally, this parameter determination is conducted as an inverse
solution procedure in which the optimal solution is obtained by minimizing
the sum of square errors between the observed and theoretically predicted
concentrations (Sec. 11.3).

As the expression for dispersive flux, (7.1.32), and the solute transport
equation (7.2.23) introduced in Sub. 7.2.2, involve six dispersion coefficients
Dij (six, instead of nine, because of the symmetry Dij = Dji), the first step
in a parameter estimation procedure is to determine these six components of
the dispersion coefficient. Given a transversely isotropic aquifer with known
axis of symmetry (i.e, known vector components ei), and known flow (i.e.,
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known Vi), in principle, it is possible to determine the dispersion coefficients
from information on observed concentrations during a controlled experiment.

Once the six dispersion components Dij have been determined for a given
location through such experiments, the next step is to solve the following
linear system of equations, based on (7.1.49), for the six coefficients, a1–a6,

[EV]
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⎭

, (7.1.50)

in which [EV] is a 6 × 6 matrix containing the expressions of ei and Vi, as
defined in (7.1.49). However, a matrix analysis shows that the matrix [EV]
is of rank four, meaning that of the six equations defined in (7.1.50) (or
(7.1.49)), only four are linearly independent, and the other two are linearly
dependent on the rest. This means that (7.1.50) can yield at most four ai
values.

While the above conclusion has been proven for the general case of any
orientation of coordinate system, it is of interest to examine some special
cases. In the case of a horizontally layered material, selecting the z-axis to
coincide with the axis of material symmetry, i.e., e3 = 1 and e1 = e2 = 0, we
express (7.1.49) as

Dxx =
(

a1 + a2
V 2
x

V 2
+ a4

V 2
z

V 2

)

V,

Dyy =

(

a1 + a2

V 2
y

V 2
+ a4

V 2
z

V 2

)

V,

Dzz =
[

a1 + a3 + (a2 + a4 + 2a5 + a6)
V 2
z

V 2

]

V,

Dxy = Dyx = a2
VxVy
V 2

V,

Dxz = Dzx = (a2 + a5)
VxVz
V 2

V,

Dyz = Dzy = (a2 + a5)
VyVz
V 2

V. (7.1.51)

By eliminating the factor (a2 + a5) between the fifth and sixth equations
in (7.1.51), we can clearly see that Dxz and Dyz are related to each other.
Further analysis shows that the matrix is of rank four, and the following
constraints must be satisfied in order for the system of equations to have a
solution:
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Dyz =
Vy
Vx

Dxz,

Dxx = Dyy +
V 2
x − V 2

y

VxVy
Dxy. (7.1.52)

Hence, only four of the six dispersion coefficients are independent.
Often, it is convenient to use a local coordinate system that coincides with

the flow direction at the considered location. For example, in the case of
uniform flow in the direction of the x1-axis (see Fig. 7.1.4), such that V1 =
V and V2 = V3 = 0, we can show the following interdependence among
dispersion coefficients:

Dxy =
ey
ez

Dxz,

Dyy = Dzz +
e2y − e2z
eyez

Dyz. (7.1.53)

This is the same conclusion as the above, that is, only four of the dispersion
coefficients are independent.

The important conclusions of the above analysis are:

(a) In a single field experiment, in which the flow conditions remain un-
changed, it is possible to determine only four dispersion coefficients at
any one location, due to the required interdependency given either by
(7.1.52) or by (7.1.53).

(b) Given these four independent dispersion coefficients, it is not possible to
resolve the six dispersivity coefficients, a1–a6, from (7.1.50), due to the
rank deficiency of the matrix.

(c) However, as demonstrated below (see also Fel and Bear, 2009), it is pos-
sible to determine the six dispersivity coefficients if two experiments are
conducted.

(d) In a forward modeling problem, in which values of six dispersion coef-
ficients are required as input, one needs to check the consistency of the
assigned dispersion values. These values need to be either determined
from (7.1.49), based on the six dispersivity coefficients, or satisfy the
relations as shown in (7.1.52) or (7.1.53).

Next, let us consider two special flow cases in the layered medium consid-
ered above. In the following discussion, we shall choose the z-axis to coincide
with the material axis of symmetry, i.e., e3 = 1 and e1 = e2 = 0.

In the first case, we consider uniform flow normal to the layers, that is, in
the z-direction, such that V3 = V and V1 = V2 = 0. Using this condition in
(7.1.49), we obtain

DV =

⎡

⎣

aV
T H 0 0
0 aV

T H
0

0 0 aV
LV

⎤

⎦V,
aV

TH
= a1 + a4,

aV
LV

= a1 + a2 + a3 + a4 + 2a5 + a6,
(7.1.54)
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where the superscript (.)V is used to emphasize that the flow direction is ver-
tical, aV

T H is the transverse dispersivity in the horizontal direction (only one
value because of the isotropy in the horizontal plane), and aV

LV is the longitu-
dinal dispersivity in the vertical direction. Altogether, to describe dispersion
in a layered horizontal porous medium, when the flow is uniform and normal
to the layers, we need only one longitudinal and one transversal dispersivities.

As a second case, we consider uniform flow parallel to the layers, say, in
the +x-axis direction, such that V1 = V and V2 = V3 = 0. Equation (7.1.49)
becomes:

DH =

⎡

⎣

aH
LH

0 0
0 aH

T H 0
0 0 aH

T V

⎤

⎦V,
aH

LH
= a1 + a2,

aH
TH = a1,

aH
TV = a1 + a3,

(7.1.55)

where aH
T H

and aH
T V

are, respectively, the transverse dispersivities in the hori-
zontal and in the vertical directions, and aH

LH is the longitudinal dispersivity
in the horizontal direction. Thus, to describe dispersion in a layered horizon-
tal porous medium, when flow is uniform and parallel to the layers, we need
one longitudinal and two transversal dispersivities.

As observed in the cases discussed above, under uniform flow conditions,
we can only determine two, three, or four independent dispersion coefficients
in a single experiment, depending on whether the flow is perpendicular, par-
allel, or at an angle, to the material symmetry axis. This implies that at least
two flow tests in different flow directions are needed, and one of the two direc-
tions must be inclined with respect to the direction of the material symmetry
axis. For example, if we conduct a horizontal flow test, and obtain result as
in (7.1.55), we can determine three dispersivity coefficients, a1, a2 and a3.
For the second test, the flow should be neither in the vertical, nor in the
horizontal, direction, as there will not be sufficient information to determine
the remaining three coefficients. The flow of the second test must be in an
inclined direction with the horizontal plane and the vertical axis, which will
provide four additional equations. The remaining three coefficients can then
be determined under overdeterminancy condition. Similar statement was pre-
sented by Fel and Bear (2009) for the special case of flow in the horizontal
direction, and making a 45◦ angle with the axis of symmetry.

In the above, we have assumed that the direction of the axis of symmetry
is known a priori, i.e., we know the three values: e1, e2 and e3 that appear
in (7.1.49). If this direction is not known, we have to use the experimental
data to solve the inverse problem also for two of these three components of e
(because e21 + e22 + e23 = 1), for a total of 8 unknown values. In this case, two
flow tests in two different inclined directions (with respect to the materials
axis of symmetry) are sufficient for the determination of these 8 unknowns.

C. Anisotropy with tetragonal symmetry

As an example of such porous medium material, we may consider one that is
made up of orderly packed solid boxes a× a× c, with equal spacing between
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the boxes in all directions (or cubes with 3 different spaces). For this case,
the 36 independent aijk�-components can be expressed by 7 independent,
parameters, which are subject to certain constraints (Bear et al., 2009). It
is interesting to note that this case is not identical to the case with axial
symmetry (such as a stratified aquifer), considered above. Here, we also need
information on the directions in which the boxes, a× a× c, are positioned in
space, e.g., in the form of two of the three ei’s. This case is analyzed in detail
by Bear et al. (2009).

D. Anisotropy with orthorhombic symmetry

An example is a porous medium material made up of orderly packed solid
boxes a×b×c with equal spacing between the boxes in all directions (or cubes
with three different spaces). For this case, the 36 independent dispersivity
components can be expressed by twelve independent parameters. We also
need information on the directions in which the boxes, a× b× c, are oriented
in space (and this, as indicated earlier, requires information on two ei’s).

It is possible to analyze three special cases of flow, each one with uniform
flow parallel to one of the three axes. To describe dispersion in each of these
three cases we need only three coefficients: a longitudinal dispersivity and
two transversal ones.

In each of the material symmetry cases discussed above, the number of in-
dependent coefficients is accompanied by a number of constraints that these
coefficients have to satisfy. The information concerning the number of inde-
pendent coefficients and the constraints among them (Bear et al., 2009) is
important when experiments are conducted aimed at determining the values
of these coefficients for a specific porous medium, by using an inverse method.

Similar to the discussion presented with respect to the experimental pro-
cedure for determining the dispersivity coefficients in the case of transverse
isotropy, here also, a number of independent experiments will be required.
Also, in practice, because of the inaccuracy and uncertainty in the measured
values during experiments, (say of concentrations and piezometric heads) an
optimization procedure that minimizes the overall error may be called for.

E. Other models for dispersion in anisotropic domains

Some authors, on the basis of field observations, have suggested that for flow
parallel to the horizontal stratification in a stratified (= layered) aquifer,
transverse dispersion is much smaller in the vertical direction than in the
horizontal one, i.e., aH

T H � aH
T V in (7.1.55) (Robson, 1974, 1978; Garabedian

et al., 1991; Gelhar et al., 1992). Based on the above observation, Burnett
and Frind (1987) (see also Jensen et al., 1993; Zheng and Bennett, 1995)
suggested a ‘working model’ for transversely isotropic porous medium, in
which the dispersion tensor is defined by three dispersivities only (rather
than six, see Subs. 7.1.6B): a longitudinal dispersivity, aL, and two transversal
dispersivities, a horizontal one, aT H , and a vertical one, aT V . The components
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of the dispersion tensor in three dimensions, with the z-axis as the axis of
material symmetry, are presented as:

Dxx =
1
V

(

aLV
2
x + aT HV

2
y + aT V V

2
z

)

,

Dyy =
1
V

(

aT HV
2
x + aLV

2
y + aT V V

2
z

)

,

Dzz =
1
V

(

aT V V
2
x + aT V V

2
y + aLV

2
z

)

,

Dxy = Dyx =
1
V

(aL − aT H) VxVy,

Dxz = Dzx =
1
V

(aL − aT V )VxVz,

Dyz = Dzy =
1
V

(aL − aT V )VyVz. (7.1.56)

These expressions can be compared with those for the isotropic case, (7.1.45).
Burnett and Frind (1987) further assumed that aT H � aT V . Most solute
transport codes (Sec. 8.8), such as MT3D (Zheng, 1990), MOC3D (Konikow
et al., 1996), and PHAST (Parkhurst et al., 2004), use this formulation. The
relations presented in (7.1.56), however, are not consistent with (7.1.49). In
fact, Lichtner et al. (2002, 2008) have demonstrated that (7.1.56) does not
conform with tensor transformation rules, suggesting that it is not an accept-
able model.

Based on a turbulence model investigated by Batchelor (1959), using a
method introduced by Robertson (1940), Poreh (1965) suggested a model
that is based on four dispersivity coefficients,

Dij =
[

α1δij + α2
ViVj
V 2

+ α3eiej +
α4

2
eiVj + ejVi

V

]

V. (7.1.57)

Comparing the above with (7.1.49), we observe that Poreh’s (1965) model is
equivalent to setting Vkek/V to zero for terms associated with a4 and a6, and
to 1 for the term associated with a5. Here we notice that

Vkek
V

=
V · e
V

= cos θ, (7.1.58)

where θ is the angle between the material axis and the flow direction. A
reason for the absence of such terms might be that the turbulence model
lacks the material anisotropy aspect, because fluid as a material is isotropic;
while in a porous medium we have the additional effect of material anisotropy,
represented by the cos θ term.

Lichtner et al. (2002) examined the Poreh (1965) model and discussed
the need for introducing cos θ as a factor in the constitutive model. As a
result, a three parameter model (called a ‘four parameter model’ in Lichtner
et al. (2002)) was proposed. By selecting z as the material axis of symmetry
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(e3 = 1, e1 = e2 = 0), the components of the dispersion coefficient in Lichtner
et al. (2002) model are

Dxx =

[

aL

V 2
x

V 2
+ aT H

V 2
y

V 2
x + V 2

y

+ aT

V 2
x V

2
z

V 2(V 2
x + V 2

y )

]

V,

Dyy =

[

aL

V 2
y

V 2
+ aT H

V 2
x

V 2
x + V 2

y

+ aT

V 2
y V

2
z

V 2(V 2
x + V 2

y )

]

V,

Dzz =

[

aL

V 2
z

V 2
+ aT

V 2
x + V 2

y

V 2

]

V,

Dxy = Dyx =
[

aL

VxVy
V 2

+ aTH

VxVy
V 2
x + V 2

y

+ aT

VxVyV
2
z

V 2(V 2
x + V 2

y )

]

V,

Dxz = Dzx =
[

(aL − aT )
VxVz
V 2

]

V,

Dyz = Dzy =
[

(aL − aT )
VyVz
V 2

]

V, (7.1.59)

where

aL = α1 + α2 − α3 cos2 θ,
aT = α1 + α3(1− cos2 θ),

aT H = α1, (7.1.60)

with α1, α2, and α3 as the three material coefficients (which are different
from those defined in (7.1.57)). The relation (7.1.59) also shows that at any
location in the flow field, only three of the dispersivity coefficients can be
independent.

For vertical flow (θ = 0), (7.1.59) reduces to

DV

ij =

⎡

⎣

α1 0 0
0 α1 0
0 0 α1 + α2 − α3

⎤

⎦V =

⎡

⎣

aV
TH 0 0
0 aV

TH
0

0 0 aV
LV

⎤

⎦V, (7.1.61)

and for horizontal flow (θ = 90◦),

DH

ij =

⎡

⎣

α1 + α2 0 0
0 α1 0
0 0 α1 + α3

⎤

⎦V =

⎡

⎣

aH
LH

0 0
0 aH

T H 0
0 0 aH

T V

⎤

⎦V. (7.1.62)

In the above, we observe

aV

LV
= α1 + α2 + α3, aH

LH
= α1 + α2,

aH

T V = α1 + α3, aH

T H = aV

T H = α1. (7.1.63)
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We note that the dispersivities, aV
LV

, aH
LH

, etc., defined above, are not the
same as those in (7.1.54) and (7.1.55). From (7.1.61) and (7.1.62), we note
the important consequence that DH

T H = DV

T H , i.e., the horizontal transverse
dispersion coefficient of the horizontal flow is equal to the transverse disper-
sion coefficient of the vertical flow. We also note that DH

TV = DV

LV−DH

LH+DH

TH .
In other words, if we conduct a horizontal and a vertical uniform flow tests,
the dispersion coefficients obtained are related to each other.

F. Additional comments on dispersion

Before leaving the discussion on the flux of a dissolved chemical species, let
us mention a number of phenomena, which may further affect the spreading
and travel time of solutes in porous media:

Multiphase flow In multiphase flow, a dispersivity is associated with
each fluid phase. Thus, each of the dispersivity components, e.g., the lon-
gitudinal and transversal dispersivities, depends on the phase configuration
within the void space. Hence, each of these components is a function of the
phase saturation. However, very little information on these functions is avail-
able to date. Probably because of this reason, the dependence on saturation
is usually overlooked in practice.

Non-Fickian dispersion model In recent years, several researchers (e.g.,
Berkowitz et al., 2000, 2002; Berkowitz and Scher, 2001) have demonstrated
that even in a relatively homogeneous porous medium, the dispersive flux
cannot be expressed as a Fickian-type law.

Consider a solute slug injected into an aquifer with uniform flow. After
waiting some initial short period, so that the use of the continuum approach
will be justified, the tracer spreads out such that, in a Fickian model, con-
tours of constant solute concentration can be described as confocal ellipsoids
(in 3-D), indicating a binormal distribution. Such an experiment is shown,
conceptually, in Fig. 7.1.1b. The size of the contaminant cloud, estimated by
its longitudinal and transverse standard deviations, σL, and σT , respectively,
grows with the square root of time

σL =
√

2DLt =
√

2DLL/V , and σT =
√

2DT t =
√

2DTL/V , (7.1.64)

where L(= V t) is the distance that the center of mass has traveled during
time t, at the mean velocity V .

It is well known from the dispersion phenomena observed in pipe flow (Tay-
lor, 1953, 1954), natural streams (Liu and Cheng, 1980), and groundwater
flow, that at small times, the dispersion coefficient is not a constant; rather it
grows with time and reaches a constant only after a sufficiently long time (or
large distance traveled). Also, the concentration cloud is skewed toward the
source, and becomes Gaussian only after a certain distance traveled. Other
models based on laboratory observation and random walk models (Berkowitz
et al., 2000, 2002; Berkowitz and Scher, 2001) have indicated that the center
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of mass of the cloud does not travel with the flow velocity, and L ∼ tβ, σ ∼ tβ ,
where 0 < β < 1. It is of interest to observe that for a Fickian model, L ∼ t,
σ ∼ t1/2, and L/σ ∼ t1/2; while for this non-Fickian model, L/σ ∼ constant.

Ion exclusion Because of the electrical charge on certain solid surfaces,
a chemical species that is an ion may be repelled from the solid wall of the
void space, where the water velocity is small (recalling that we assume that
water is adsorbed to the solid wall), and move mainly in the regions of higher
velocity inside the void space. The average velocity of the water carrying and
dispersing the species is, thus, higher than for non-ionic contaminants. As a
consequence, the advective flux of the contaminant will be higher, and so will
the coefficient of dispersion, which is proportional to the average velocity. This
phenomenon has also been called charge exclusion (Gvirtzman and Magaritz,
1989; Gvirtzman and Gorelick, 1991).

Size exclusion Some molecules, or ions, are so large that their travel is re-
stricted to the larger pores. As a consequence, they are carried (by advection)
at a higher average water velocity. The higher average velocity also results
in a higher coefficient of dispersion. This phenomenon is more prevalent in
fine-grained soils and for large molecules, like organic macromolecules.

Although this section deals with a dissolved component, we would like also
to point out that the magnitude of exclusion is particularly important when
considering the transport of microorganisms and of colloidal particles that
may carry contaminants, because of their relatively large size.

7.1.7 Total flux

We may now combine the three modes of transport of a chemical species—
advection, dispersion, and diffusion, and write the total macroscopic flux (per
unit area of a fluid f -phase), Jγtotal, in the form:

Jγtotal = cfV
f

+ Jγ + J∗γ

= cfV
f −Dγ

h · ∇cf , (7.1.65)

where
Dγ
h ≡ D + D∗γ (7.1.66)

denotes the coefficient of hydrodynamic dispersion of the chemical species.
Note that the average in cf is an intrinsic phase averages. Henceforth, we
shall omit the symbol that denotes the intrinsic phase average.

7.1.8 Field-scale heterogeneity

In Subs. 7.1.4, the phenomenon of solute dispersion was shown to be a con-
sequence of the heterogeneity of the porous medium at the microscopic scale,
i.e., due to the presence of a solid matrix and a void space within the REV.
A grain or pore diameter, or the hydraulic radius of the pore space, was
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suggested as the scale of this heterogeneity. This heterogeneity produces the
velocity variations that take place inside the void space. The dispersive flux,
a macroscopic level concept obtained by averaging over an REV, was in-
troduced as a means for circumventing the need to know the details of the
velocity distribution and of other transport features at the microscopic level.

As emphasized in Subs. 1.3.4, subsurface domains, which are the porous
medium domains of interest in this book, are highly heterogeneous with re-
spect to their macroscopic coefficients, e.g., porosity and permeability. We
have introduced the term ‘megascopic level’, obtained by smoothing out vari-
ations at the macroscopic level, and introduced the concept of ‘scale of het-
erogeneity’, indicating that at the macroscopic level, variations, say in perme-
ability, may occur at different scales. In fact, this multiple scale heterogeneity
is a dominant factor in the subsurface. Because pressure propagates very fast,
the effect of this inherent heterogeneity is less noticeable when considering
fluid flow. However, its effect on the transfer of the mass of a dissolved chem-
ical species is significant.

In principle, it should be possible to solve a transport problem at the
macroscopic level in any heterogeneous domain in which the spatial variations
of the permeability and the other relevant coefficients are known. Indeed, in
small scale field problems, e.g., in the vicinity of an injection well, or for a
small distance downstream of a pollution source, the formation properties
(porosity, permeability, dispersivity) may be known (or estimated), and the
problem of predicting the concentration distribution of the injected solute, or
of the advancing pollution plume, can be solved by making use of the (macro-
scopic level deterministic) model described in this chapter. However, usually,
especially if we are interested in a pollution plume that advances a large dis-
tance, sometimes measured in kilometers, we face a situation similar to that
which is encountered at the microscopic level, viz., that the detailed infor-
mation about the spatial variation of the relevant parameters is not known,
due to the heterogeneity inherent in such domains. The way we overcome
the lack of information about the heterogeneity at the microscopic level (re-
sulting from pore scale heterogeneity) is to use homogenization, or averaging
over an REV, as discussed in Sec. 1.3. One may visualize this averaging as
a smoothing operation. As a consequence of the averaging process, the phe-
nomenon of dispersion was introduced. The same averaging, or smoothing
approach, may also be applied to heterogeneities that are encountered at the
macroscopic level, to obtain a continuum at the megascopic level. Such an
averaging volume was referred to as the representative macroscopic volume
(RMV) (Subs. 1.3.4B). As indicated in (1.3.14), the characteristic size of this
volume, �∗, is constrained by

d∗ � �∗ � L,

where d∗ is a length characterizing the macroscopic heterogeneity that we
wish to smooth out, and L is a length characterizing the porous medium do-
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main. Similar to what happens during microscopic-to-macroscopic smooth-
ing, here, the information about the heterogeneity at the macroscopic level
appears at the megascopic level in the form of various coefficients.

Denoting the volume of an RMV by Uo, and the macroscopic value of e
by e, we define the megascopic value of e by:

e(x, t) ≡ 1
Uo

∫

Uo

e(x′, t;x) dUo(x′), (7.1.67)

where x and x′ denote the centroid of the RMV and of a point (of the porous
medium regarded as a continuum) inside it, respectively. With this definition,
we may now derive the total flux of a γ-component at the megascopic level,
by averaging (7.1.65) over an RMV. For saturated flow, we obtain:

θJtγ = cfq + φ (Jγ + J∗γ)

= cfq + ĉf q̂ + φ (Jγ + J∗γ)

≈ cfq + ĉf q̂, (7.1.68)

where a double bar over a macroscopic value indicates a megascopic value
obtained by averaging over an RMV, with c = θcf , and ˆ(..), defined by:

ˆ
(..)

f
= (..)

f − (..)
f
,

is the deviation of a macroscopic value at any point within an RMV, from its
average over the RMV. We note that the flux on the left-hand side of (7.1.68)
(and hence all other terms) is per unit area of porous medium.

As could have been expected, the megascopic total flux contains two new
additional dispersive fluxes, which result from the variability of the relevant

macroscopic quantities. One is ĉf q̂, which will be referred to as the macrodis-
persive flux of the chemical species. The other is the average over the RMV of
the sum of the dispersive and diffusive fluxes at the macroscopic level. Note
that on the last line of (7.1.68) we have neglected the second dispersive flux
as being much smaller than the first.

Altogether, the total flux is again the sum of an advective flux and a
dispersive one. There is no analogy here to the diffusive flux, as we have
neglected it. At very low velocities, we may not neglect the average of the
macroscopic diffusive flux.

We have to express the dispersive flux at the megascopic level in terms of
megascopic quantities, in the same manner as is done for describing transport
at the macroscopic level. We usually assume that a Fickian-type dispersion
law, e.g., (7.1.32), is also valid for describing the macrodispersive flux. A
macrodispersivity, aijkm, can be defined in the same way as the dispersivity
was defined earlier in (7.1.39). Bear (1979), while developing the vertically
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integrated mass balance equation for a component of a phase, suggested for
the general case of an anisotropic porous medium, an expression for macrodis-
persivity in the form:

aijkm =
K̂inK̂j�

Kkn Km�
˜L, (7.1.69)

where Kij denotes the ij-th component of the hydraulic conductivity tensor,
and ˜L is a length that characterizes the inhomogeneity of the aquifer, re-
sulting from stratification. It is a fourth rank tensor, which is analogous to
the dispersivity at the macroscopic level (i.e., with aL and aT , etc.). In an
isotropic porous medium, the macrodispersivity reduces to a scalar. Gelhar
(1976) and Gelhar et al. (1979) analyzed the dependence of macrodisper-
sion on permeability variations. For horizontal flow in an isotropic confined
aquifer, they suggested that

aL =
1
3

L2
1σ

2
lnk

aT

, (7.1.70)

in which L1 is a correlation distance (= distance along which permeabilities
are still correlated), σlnk is the standard deviation of ln k, and aT is the
transverse dispersivity.

Altogether, we may summarize this topic by suggesting that dispersion and
macrodispersion are analogous phenomena, in that both are consequences of
velocity variations that are due to heterogeneity, but at different scales. Dis-
persion arises from velocity variations within the void space (i.e., at the mi-
croscopic level), caused by the presence of the solid surfaces. Macrodispersion
is produced by macroscopic velocity variations, caused by variations in the
permeability and porosity. In both cases, the flux is the sum of an advective
flux and a (hydrodynamic) dispersive one, written at the respective levels.
The structure of the coefficient of dispersion is the same in both cases, and
so is the relationship between the coefficient of dispersion, the dispersivity,
and the average velocity. In practice, we use exactly the same mathematical
model (except that in the case of field scale, we usually neglect the flux due to
molecular diffusion), but select the magnitude of the dispersivity according
to the scale of heterogeneity.

In laboratory column experiments, the porous medium is more or less
homogeneous, say with respect to permeability and porosity. The scale of
heterogeneity is that of the size of a grain or a pore. Indeed, the magnitude
of longitudinal dispersivity found in numerous column experiments is approx-
imately equal to a pore- or grain-size. However, under field conditions, the
scale of heterogeneity, due to variability in permeability and porosity, is much
larger. In fact this scale grows with the size of the domain. Gelhar et al. (1992)
compiled a large number of field experiments and presented the observed lon-
gitudinal dispersivities, aL, as a function of the travel distance, Ls, as shown
in Fig. 7.1.5. It is clear that macrodispersivity is proportional to the size of
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Figure 7.1.5: Longitudinal dispersivity versus plume travel distance for var-
ious types of observations and media (Gelhar et al., 1992). Line marked as
(1): equation (7.1.71); and (2): equation (7.1.72).

the field, although the data shows a wide range of scatter. Lallemand-Barrés
and Peaudecerf (1978) analyzed published values of dispersivity and showed
that, on the average, the dispersivity increases with the distance (between a
few meters and 10 km), between the source and the point of observation. As
a ‘rule of thumb’, they concluded that the dispersivity can be approximated
as 1/10 of the distance traveled. This is often referred to as a ‘scale effect’.

Based on the argument of self-similar (fractal) hierarchy of logarithmic
hydraulic conductivity, Neuman (1990) suggested a universal scaling law and
presented the following equations based on the least square fit of the data:

aL = 0.017L1.5
s ; Ls ≤ 100 m; (7.1.71)

aL = 0.32L0.83
s ; Ls > 100 m. (7.1.72)

These two empirical formulas are plotted in Fig. 7.1.5. Gelhar et al. (1992,
1993), however, cautioned the use of these power laws by pointing out the
large scatter in data (2–3 orders of magnitude) in Fig. 7.1.5.
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Gelhar and Axness (1983) and Dagan (1984) (see also (7.1.70)) showed
that the longitudinal dispersivity is also proportional to the product of the
variance of the logarithm of the hydraulic conductivity, and the correlation
length scale, i.e.,

aL ∼ L1 σ
2
lnk. (7.1.73)

This can explain the range of scatter observed in Fig. 7.1.5.
In practice, often, the first estimate of the longitudinal dispersivity, prior

to actual calibration, is taken as 1/10 of the size of the domain of interest.
Thus, for example, for a domain of interest which is 10 m long, we estimate
aL = 1 m. For a domain that is hundreds of meters in size, we estimate
aL in the range of tens of meters. The horizontal transverse dispersivity is
estimated as approximately equal to about 1/10 of the longitudinal one. The
vertical transverse dispersivity, in a layered horizontal aquifer, is 1–2 orders
of magnitude smaller than the horizontal one (Gelhar et al., 1992). Obviously,
these are merely orders of magnitude and may be used as initial or preliminary
estimates only. In each particular case, the actual value should be determined
by some model calibration procedure.

Apart from the different magnitude of the dispersivity to be employed, the
expressions for advective and dispersive fluxes presented in Subs. 7.1.2 and
7.1.5 may be assumed to remain valid when modeling field conditions.

7.2 Balance Equation for Single Species

As in the case of fluid flow, the flux equation, (7.1.65), contains two variables:
the total flux and the concentration. This means that we need one more
equation; this is the mass balance equation for the γ-species. We have not
counted the velocity as a variable as we can obtain it by writing and solving
the relevant flow model.

We have already introduced the concept of the balance of an extensive
quantity in Chap. 5, where we considered the balance of fluid mass. In this
section, we are interested in the balance of the mass of a chemical species, or
a component dissolved in a fluid phase. We shall introduce this topic through
a very simple model. In spite of its simplicity, this model may provide useful
insight in practice, especially during the initial stage of an investigation, by
indicating whether or not a more sophisticated model is required.

7.2.1 Single cell model

As explained in Subs. 5.1.1, a balance is written for an extensive quantity
within a specified spatial domain, for a specified period of time. Let us de-
note the time interval by Δt, and the volume of the porous medium domain
for which the balance is written by Uo. A balance of this kind describes the
integrated behavior within the domain, usually referred to as a cell, or com-
partment, during the balance period. Sometimes, we consider a number of
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Figure 7.2.1: (a) A single cell model. (b) c = c(t) in the cell.

adjacent cells, in a one-, two-, or three-dimensional configuration. To obtain
the integrated behavior in the cell at a point in time, we divide both sides
of the balance equation by Δt, and let Δt shrink to zero. When both the
finite volume around a point in space and the time interval around a point
in time are shrunk to the limiting value of zero, we obtain the description
of the behavior at a point in space and in time in the form of a partial dif-
ferential equation. This is of interest whenever state variables and fluid- and
solid-phase properties vary spatially within a domain.

We start by considering a cell (Fig. 7.2.1) of finite volume and a finite
time interval. In writing a balance for a cell, it is assumed that all fluid and
porous medium properties (e.g., porosity, φ, and partitioning coefficient, Kd)
and all state variables, (e.g., fluid density, component concentration, and fluid
pressure) are uniform within Uo. This assumption means that the quantity
the considered chemical species present in the cell is continuously mixed to
form a uniform mixture.

Let us express the verbal statement of balance presented in (5.1.1) in a
mathematical form for the mass of a γ-species (concentration c) within a fluid
phase that occupies the void space at a saturation S. We assume that the solid
matrix is nondeformable, i.e., ∂φ/∂t = 0, and that the fluid is incompressible,
i.e., ∂ρ/∂p = 0.

The quantity of the γ-species within the cell is expressed by φSUocγ , so
that the balance of γ within Uo, during a time interval Δt, takes the form:

(φSUocγ)
∣

∣

t+Δt
− (φSUocγ)

∣

∣

t
= Δt (Qinc

γ
in −Qoutc

γ + fγUo + φSUoρΓ γ) .
(7.2.1)

Here, cγin is the γ-concentration in the incoming fluid. The total rates of fluid
inflow and outflow are given by Qin and Qout, respectively. The symbol fγ

denotes the rate (= mass per unit time) at which the γ-species moves from
the solid and from all other fluid phases into the considered fluid phase across
their common microscopic boundaries, per unit volume of porous medium,
and Γ γ denotes the rate of production of γ within the fluid phase (e.g., by
chemical reactions), per unit mass of fluid (of mass density ρ).
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In order to write the balance for a point in time, we divide (7.2.1) by Δt
and let Δt→ 0, obtaining

lim
Δt→0

(φSUocγ)
∣

∣

t+Δt
− (φSUocγ)

∣

∣

t

Δt
= Qinc

γ
in −Qoutc

γ + fγUo + φSUoρΓ γ ,
(7.2.2)

or, according to the definition of a derivative

d

dt
(φSUocγ) = Qinc

γ
in −Qoutc

γ + fγUo + φSUoρΓ γ . (7.2.3)

Dividing this equation by Uo, we obtain a balance per unit volume of porous
medium. Recalling that we have assumed uniformity within the cell, the bal-
ance equation that describes the behavior within the cell becomes

d

dt
(φScγ) =

1
Uo (Qinc

γ
in −Qoutc

γ) + fγ + φSρΓ γ . (7.2.4)

In a similar way, we can derive a mass balance equation for a γ-species that
adsorbs on the solid. We obtain

d

dt
(ρbF γ) = −fγ + ρbΓ

γ
s , (7.2.5)

where F γ denotes the mass of γ per unit mass of solid, ρb(≡ (1 − φ)ρs)
denotes the bulk density of the solid, and Γ γs denotes the rate of production
of γ adsorbed on the solid, per unit mass of solid.

We shall consider the following four cases:

CASE A. Let the fluid phase be a liquid that completely saturates the porous
medium domain. Suppose that Qin = Qout, and that the γ-species does not
adsorb, decay, or undergo any chemical transformation. Then, (7.2.4) reduces
to

dcγ

dt
=

Qin

φUo (cγin − cγ). (7.2.6)

For the conditions, cγ = cγo at t = 0 and cγin = 0 for t ≥ 0, the solution of this
equation is

cγ(t) = cγo exp
[

−
(

Qin

φUo

)

t

]

. (7.2.7)

The lower curve in Fig. 7.2.1b presents (7.2.7) in graphical form. The product
φUo that expresses the volume of void space within Uo is usually referred
to as ‘one pore volume’. The quotient φUo/Qin gives the time required to
flush the fluid through the cell once, assuming complete flushing. We refer
to this time interval as residence time, because it is the average time that a
liquid particle stays in the cell while undergoing continuous, but incomplete
flushing. Because of the continuous mixing that we have assumed to take place
in the cell, its concentration, as indicated by (7.2.7), is gradually reduced. It
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may require the flushing of a number of pore volumes in order to reduce the
initial concentration in the cell to a desired level, e.g., down to the MCL
(maximum contaminant level), in the case of a contaminant.

CASE B. We shall continue under the same assumptions as in Case A, except
that the γ-species may adsorb onto the solid under equilibrium conditions,
obeying the linear isotherm, F γ = Kdc

γ . A detailed discussion on adsorption
under equilibrium conditions is presented in Subs. 7.3.3. The mass of γ in
the liquid, per unit volume of porous medium, is given by φcγ , while, e.g.
according to the linear isotherm (7.3.66), the mass of γ adsorbed on the
solid, per unit volume of porous medium, is given by (1 − φ)ρsF γ = ρbF

γ

= ρbKdc
γ . The total mass of γ per unit volume of porous medium, ργpm, is,

therefore,

ργpm = φcγ + ρbKd c
γ = φ

(

1 +
ρbKd

φ

)

cγ = φRd c
γ , (7.2.8)

where
Rd ≡ 1 +

ρbKd

φ
≥ 1 (7.2.9)

is a coefficient that expresses the partitioning of γ within a unit volume of
porous medium: for one unit of mass of γ in the liquid, we have ρbKd/φ mass
units on the solid. For a nonlinear isotherm, say, F = Kd (cγ)n, the coefficient
Rd takes the form:

Rd = Rd(cγ) = 1 +
ρbKd (cγ)n−1

φ
. (7.2.10)

For the linear isotherm, the balance equation is

dcγ

dt
= −

(

Qin

RdφUo

)

cγ , (7.2.11)

with its solution

cγ(t) = cγo exp
[

−
(

Qin

RdφUo

)

t

]

. (7.2.12)

Note that (1) the same mass balance equation can be obtained by summing
(7.2.4) and (7.2.5), since the terms expressing the exchange between the fluid
and the solid cancel each other, and (2) the solutions (7.2.7) and (7.2.12) are
similar, except for the role played by Rd.

The upper curve in Fig. 7.2.1b presents (7.2.12) in graphical form. Since
Rd > 1 (under the assumption of Kd > 0), we note that the time required
for reducing the concentration in the cell to a desired level is longer with
adsorption than without it. The flushing of the γ-contaminant is slower than
that of the host liquid. We say that the movement of the contaminant is
retarded , relative to the liquid. The coefficient Rd is, therefore, referred to
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as retardation coefficient (or factor). This coefficient is further discussed in
Subs. 7.4.2. We may now define an effective residence time equal to the
quotient RdφUo/Qin; it indicates the average time that the γ-contaminant
stays in the cell that undergoes continuous, but incomplete flushing.

CASE C. The conditions are similar to those of Case B, except that the
contaminant undergoes a first order (e.g., radioactive) decay described by

ρΓ γ = −λcγ , Γ γs = −λF γ , (7.2.13)

following from (7.3.53). The balance equation is

dcγ

dt
= −

(

Qin

RdφUo + λ

)

cγ , (7.2.14)

with its solution

cγ(t) = cγo exp
[

−
(

Qin

RdφUo + λ

)

t

]

. (7.2.15)

Note that if the liquid occupies only part of the void space, at saturation S�,
assumed to remain constant during the flushing, we must replace φ by φS� in
(7.2.8) through (7.2.15). The effective residence time is, then, S�φUoRd/Qin.

CASE D. Here, the void space is occupied by a liquid water phase at a
constant saturation Sw and a gas phase at saturation Sg. The gas phase
pressure is assumed to stay at approximately a constant value so that its
density does not change appreciably. The γ-contaminant is a volatile one,
partitioned between the liquid, the solid, and the gas (at constant pressure).
The partitioning of a volatile species between a liquid and a gas, through a
common interface, under equilibrium conditions, is assumed to obey Henry’s
law (presented and discussed in Subs. 7.3.5), written here in the form

cγg = Hcγw. (7.2.16)

Inflow and outflow are only of the gaseous phase (as in ‘Vapor Extraction’;
Subs. 7.10.4). The evaporation and condensation of water is not considered.

The mass of γ per unit volume of porous medium in the liquid (w), in the
gas (g), and on the solid, are now

φSwc
γ
w, φSgc

γ
g , and ρbF

γ ,

respectively. Let us choose cg as the unknown variable of the problem. We
wish to predict future cγg -concentrations. Obviously, once cγg (t) is known, we
can calculate cγ� (t), and F γ(t).

Thus, the total mass of γ per unit volume of porous medium can be written
as
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φSgc
γ
g + φSwc

γ
w + ρbF

γ = Sgφ

(

1 +
Sw
SgH +

ρbKd

SgφH
)

cγg = SgφRvc
γ
g

= Swφ

(

SgH
Sw

+Rd

)

cγw = Sgφ

(

1 +
SwRd
SgH

)

cγg , (7.2.17)

where

Rd ≡ 1 +
ρbKd

Swφ
, and Rv ≡ 1 +

Sw
SgH +

ρbKd

SgφH . (7.2.18)

Here, Rv is another kind of retardation coefficient, this time for the concen-
tration of a volatile species in a gas phase. Without volatilization, H = 0, cγg
= 0, and the total mass of the species per unit volume of porous medium is
expressed by SwφRdc

γ
w. The solution, under the same conditions on cγg (t) as

those for cγ(t) in Case B above, is

cγg (t) = cγgo exp
[

−
(

Qin

RvφUo

)

t

]

, (7.2.19)

where we recall that the inflow of the gas has been assumed to be equal to
the outflow (that removes the mass of γ from the cell).

The single cell models described in this subsection may be employed to
obtain preliminary estimates of clean-up times required in order to reduce
concentrations to below permissible levels. In the following subsection, we
shall extend our analysis to balance equations that describe transport in
porous medium domains visualized as continua that involve spatial variations
in material properties, fluxes, and state variables.

7.2.2 Fundamental balance equation

Our objective here is to develop the differential balance equation for the
mass of a chemical species in a fluid phase that fully or partly occupies the
void space. We shall follow the same methodology as used for developing
the balance equation for the mass of a fluid phase in both saturated and
unsaturated flow.

We consider the case of a γ-species (e.g., a contaminant) in a fluid α-phase
(liquid, or gas) that occupies the entire void space, or part of it, at a fluid
content θα (= φSα) that is allowed to vary in space. Since we are considering
here only a single fluid phase, and only a single chemical species, the subscript
α and the superscript γ will be omitted wherever possible.

The starting point may be the microscopic balance equation (5.1.1) for
any extensive quantity E, in which E is replaced by ‘mass of a γ-species’,
and the resulting differential E-balance equation (5.1.4), at the microscopic
level, in which e is replaced by the concentration c ≡ cγ .

The macroscopic differential mass balance equation for a component in
a fluid phase may be obtained either by writing the microscopic balance

Balance Equation for Single Species
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equation (5.1.4) for the mass of the component, and averaging it, or directly
from the averaged equation (5.1.5). We shall follow the second approach,
making the following substitutions in (5.1.5): replace eα by cγ (= average
concentration of the γ-component in the fluid-phase), replace V

α
by V (=

average (mass-weighted) fluid velocity), replace e̊V̊
α

by J∗ (= dispersive flux
of the γ-component), replace jE

α
by Jγ (= macroscopic diffusive flux of γ),

and, finally, replace ρΓE
α

by ρΓ γ (= source of mass of γ per unit volume of
the fluid phase). We obtain

∂(θcγ)
∂t

= −∇ · θ (cγV + J∗ + Jγ)− fγα→β + θρΓ γ , (7.2.20)

where fγα→β replaces the surface integral term in (5.1.5). It denotes the rate
of transfer of γ from the interior of the α-phase to all other (β) phases across
their common (microscopic) interfaces lying within the REV. These interfaces
include both fluid-fluid and fluid-solid portions. In the case of saturated flow,
it is comprised only of the latter, and we have (V − u) · n ≡ 0, where V is
the fluid velocity, u is the velocity at the interface, and n is the unit normal
vector on the interface.

The various terms in (7.2.20) are:

θcγ the mass of γ per unit volume of porous medium;
∂(θcγ)/∂t the rate of increase of θc;
θ (cγV + J∗ + Jγ) (= θJtγ) the total flux of γ, (per unit area of porous

medium) by advection, dispersion and diffusion;
−∇ · θJtγ the excess of inflow over outflow of γ, per unit volume of

porous medium, per unit time;
fγα→β the net rate of transfer of γ from the α-phase

to all β-phases, per unit volume of porous medium;
θρΓ γ the rate of net production of γ, per unit volume of

porous medium.

For a single fluid that occupies the entire void space, we replace θ by φ.
The macroscopic mass balance equation for a chemical species in a fluid

phase, (7.2.20), may include one or more source terms (with a negative source
referred to as a sink), each expressing the rate at which mass of that species
is added to the phase by a particular process, per unit volume of porous
medium. The relevant processes may include, among many others, chemical
reactions among various species, adsorption, ion exchange, mineral precipi-
tation, dissolution, interphase transfer, decay and growth phenomena, and
biotransformation. Sources and sinks may also take the form of injection into
and withdrawal from the aquifer domain of the considered fluid phase that
contains the considered chemical species.

The interphase mass transfer, expressed by fγα→β , may be due to a num-
ber of processes: adsorption (from the liquid phase to the solid), evapora-
tion or volatilization (i.e., a liquid-gas transfer), dissolution (i.e., solid-liquid
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transfer), and liquid-liquid transfer. These processes may occur simultane-
ously. If required, the term fγα→β in the balance equation may be replaced
by

∑

(j) f
γ
α→β,j, where j indicates the jth process.

Although (7.2.20) may be regarded as a single equation in three unknowns:
c (≡ cγ), fγα→β , and Γ γ , in practice, we have to write a separate balance
equation for every γ-species in the system, and for every phase within the
system. In this way, the list of variables includes all the concentrations cγα, the
volumetric fractions θα, the exchange terms, fγα→β, and the source terms, Γ γα .
In general, each of the fγα→β-terms may depend on both cγα and cγβ. Obviously,
we also need the values of Vα, which we obtain from a model that describes
the movement of the fluid phases present in the system.

For a single γ-component in a single phase, we have to solve (7.2.20) for
cγ = cγ(x, t) within a specified porous medium domain. We need expressions
for fγα→β in terms of cγ (≡ cγα), or in terms of cγα and cγβ .

The nature of fγα→β depends on the process that causes the interphase
transfer. It also depends on whether we assume that equilibrium conditions
prevail, or not. We usually assume that no sink or source of the mass of
the considered component exists on the microscopic interphase boundary.
Therefore, the condition of no-jump in the normal flux of the component
across the boundary prevails at every point on the latter, and fγα→β = −fγβ→α.

As a result of the passage of chemical species across (microscopic) inter-
phase boundaries, the total quantity of each species, say within an REV, or a
unit volume of porous medium, is redistributed , or repartitioned between the
adjacent phases. The driving force is the tendency of phases and species to
reach a state of equilibrium. Sometimes, equilibrium is achieved very quickly
(compared to the other transport mechanisms), and we consider partitioning
under conditions of equilibrium. However, in many cases, the processes are
relatively slow, and we have to consider the system as being continuously
under nonequilibrium conditions. A kinetic approach is required (see 7.3.5C–
E). For practical purposes (actually, for the sake of convenience, or because
of lack of knowledge and data), in many cases, equilibrium conditions are
assumed to prevail, at least as a sufficiently good approximation.

The knowledge of the laws that govern chemical and biological reactions,
as well as the partitioning of species between adjacent phases, is required in
order to handle the source terms that appear in the mass balance equation of
a solute. In principle, a chemical species can reach the microscopic interphase
boundary from the interior of a phase by two modes of transport: by advection
and by diffusion. Hence, strength of the source (≡ net rate of transfer) of a
γ-species, in an α-phase, is expressed as:

fγα→β = − 1
Uo

∫

Sαβ

[cγα (Vα − u) + jγα] · nα dS, (7.2.21)

where β denotes all the other phases within the REV, of volume Uo, Sαβ
denotes the total (possibly moving) α-β-surface within the REV, nα denotes

Balance Equation for Single Species
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the outward unit normal vector on this surface, and u denotes the velocity
of points on the interphase boundary. The minus sign stems from the fact
that nα is directed outward from the domain occupied by the α-phase. Here
we have assumed that no sources or sinks exist on the boundary, i.e., on the
α-β-surface within the REV.

When Sαβ is a material surface with respect to the α-phase, viz., Vα = u,
the above expression reduces to

fγα→β = − 1
Uo

∫

Sαβ

jγα · nα dS. (7.2.22)

This means that the chemical species can reach and cross interphase bound-
aries only by diffusion.

The last term on the right-hand side of (7.2.20) expresses a source (=
rate of production) that is a consequence of processes that occur inside the
phase. Examples are: chemical reactions that consume or produce the con-
sidered component, and radioactive (and other) decay phenomena. As will
be explained below, we include here also the source (or sink) due to pumping
(or injection) of the considered component from (or into) an aquifer. The
various source terms have to be expressed in terms of the concentrations of
the chemical species involved in the processes.

Equation (7.2.20) is written in vector notation, and, as such, it is inde-
pendent of the selected coordinate system. In may be interesting to see how
this equation is written, for example, in a cartesian coordinate system, x, y, z.
Omitting, for the sake of simplicity the source terms, and neglecting the flux
due to molecular diffusion, (7.2.20) is written as:

∂(θcγ)
∂t

= − ∂

∂xi
θ

{

cγVi − ∂

∂xj

(

Dij
∂cγ

∂xj

)}

, (7.2.23)

in which the vector Vi denotes the average velocity and the coefficient of
dispersion, Dij , is expressed by (7.1.39). Let us consider a few examples.

Uniform flow in an isotropic aquifer The mass balance equation
(7.2.23) for uniform flow in the +x-direction in a homogeneous isotropic
aquifer, i.e., θ = φ = const., Kxx = Kyy = Kzz = const., Vx = V , Vy = Vz = 0,
with the coefficient Dij expressed by (7.1.47), is

∂cγ

∂t
= aLV

∂2cγ

∂x2
+ aTV

(

∂2cγ

∂y2
+
∂2cγ

∂z2

)

− V
∂cγ

∂x
. (7.2.24)

Uniform flow in a horizontal layered aquifer (transverse isotropy)
The mass balance equation (7.2.23) for uniform flow in the +x-direction
in a homogeneous aquifer with transverse isotropy, i.e., Kxx = Kyy �= Kzz ,
θ = φ = const., Vx = V , Vy = Vz = 0, with the coefficient Dij expressed by
(7.1.55), is
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∂cγ

∂t
= aH

LH
V
∂2cγ

∂x2
+ aH

TH
V
∂2cγ

∂y2
+ aH

T V
V
∂2cγ

∂z2
− V

∂cγ

∂x
. (7.2.25)

The third term will vanish if we assume cγ = cγ(x, y).
When the uniform flow is in the vertical z-direction, i.e., Vx = Vx = 0,

Vz = V , the equation takes the form

∂cγ

∂t
= aV

T H
V

(

∂2cγ

∂x2
+
∂2cγ

∂y2

)

+ aV

LV
V
∂2cγ

∂z2
− V

∂cγ

∂z
. (7.2.26)

Sources and sinks of a chemical species within a phase, at (macroscopic)
points within a porous medium domain, may be divided into two groups:

• Sources and sinks of chemical species that result from phenom-
ena occurring at (microscopic) points within the phase. Radioac-
tive decay of a species may serve as an example. Another example is when
a species disappears from a phase (or is created within it) as a result of
a chemical reaction in which the considered species participates as a re-
actant (or appears as a product). We have denoted the strength of such a
(macroscopic) source by θρΓ γ , where Γ γ denotes the rate of generation of
the mass of the γ-species per unit mass of the fluid phase, and ρ denotes
the mass density of the latter. Chemical reactions that occur solely within
a phase and away from the influence of interfacial forces are referred to as
‘homogeneous reactions.’

• Sources and sinks of chemical species that result from the trans-
fer of the species into a considered phase (or out of it for a sink)
across the (microscopic) interphase boundaries. Adsorption of a
species of an aqueous liquid on the solid matrix of an aquifer, may serve
as an example. Ion exchange is a second example. Additional examples are
precipitation of a species, dissolution of the solid phase, evaporation of a
volatile species dissolved in a liquid phase into a gaseous phase that occu-
pies part of the void space, condensation of a species present in the gaseous
phase, and dissolution of a species present in one liquid phase to another.
We have denoted such a source by fγα→β. In all these examples, a chemical
species is transferred from one phase (α) to an adjacent one (β), across
their common (microscopic) boundary, Sαβ . The strength of the source is
equal to the rate of transfer of the mass of the species, per unit volume
of porous medium. Sometimes, the strength of the source is expressed per
unit area of the interphase boundary, and then translated into a strength
per unit volume through multiplication by the specific surface area of that
boundary. Often, transfers that occur across interphase boundaries are
referred to as ‘inhomogeneous’, or ‘heterogeneous’ reactions.

We may distinguish between two modes of reaction:

• Under equilibrium conditions. By summing the mass balance equa-
tions for γ for all phases present in the system, we obtain a single mass

Balance Equation for Single Species
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balance equation for γ in the porous medium as a whole. No transfer term
appears in this equation, since

∑

(α) f
γ
α→β = 0, where β denotes all phases,

including the solid. However, in this single balance equation we have all the
cγα’s as variables, and additional equations are required. We shall see later
how various equilibrium (partitioning) relationships among these variables
are introduced in order to enable a solution.

• Under nonequilibrium conditions. For this case, nothing will be
gained by summing up the phase equations, unless we wish to write a
mass balance for the total mass. Usually, we leave the balance equations
for the individual phases, and introduce expressions for the rates of inter-
phase mass transfer.

An important consequence of the above discussion is that one of the first
decisions that have to be made in constructing the conceptual model of a
problem that involves chemical reactions is whether or not equilibrium may
be assumed to prevail. Contaminant transport with chemical reactions is
discussed in Subs. 7.9.2.

Whenever necessary, we shall make a distinction between chemical species
and chemical components, as defined in Subs. 1.3.1. Also, we shall use the
terms ‘water’, ‘aqueous phase’ or ‘aqueous liquid’ interchangeably; however,
we shall usually use ‘water’ in the context of non-reacting species, while ‘aque-
ous liquid’ or ‘aqueous phase’ will be used when considering reacting species,
as then ‘water’ (H2O) is regarded as a chemical species. As an example for
distinguishing between ‘water’ as a (liquid) phase and ‘water’ as a species
(and between ‘air’ as a (gaseous) phase and ‘air’ as a species (overlooking
the fact that air is composed of a number of gaseous species)), consider the
following example.

Example: Mass balance for a liquid-gas system, with (net)
evaporation and (net) air dissolution

We consider unsaturated flow, i.e., a liquid phase (�, S�, ρ�), primarily water
(w), and a gaseous phase (g, Sg, ρg), primarily air (a). Air (a) dissolves in
water (fag→�), and liquid water (w) evaporates (fw�→g).
The mass balance for the species water, mw

pm:

∂

∂t
φ
(

ωw� ρ�S� + ωwg ρgSg
)

= −∇ · φ (S�ρ�V�c
w
� + SgρgV�c

w
g

)

−∇ · φ (S�Jw� + SgJwg
)

+ S�φρ�Γ
w
� , (7.2.27)

where water evaporation and air dissolution do not appear, since fw�→g ≡ 0,
fag→� ≡ 0, no water is produced by chemical reactions in the gas, but it is
possible that water will be produced by such reaction in the liquid phase at
a rate Γw� per unit mass of water.
The mass balance for the species air, ma

pm:
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∂

∂t
φ
(

ωa� ρ�S� + ωagρgSg
)

= −∇ · φ (S�ρ�V�c
a
� + SgρgV�c

a
g

)

−∇ · φ (SgJag + S�Ja�
)

+ S�φρgΓ
a
� , (7.2.28)

and it is possible that gas (air) will be produced by reactions in the liquid
phase at a rate Γ a� per unit mass of liquid.
The specific discharge of each fluid phase in (7.2.27) and (7.2.28) is
expressed by Darcy’s law, e.g.,

qα ≡ SαφVα = −kα(θα)
μα

(

pα +
pα
ραg

)

, α = �, g. (7.2.29)

The sum of dispersive and diffusive fluxes (per unit area of porous
medium) of a γ-species (a,w) in an α-phase (g, �), per unit area of porous
medium, in (7.2.27) and (7.2.28) is expressed as:

SαφJγα = −Sαφ [DγT∗
α(θα) + Dα(θα)] ρα · ∇ωγα, (7.2.30)

where cγα ≡ ραω
γ
α, D∗γ

α (= D∗γ(θα)) = DγT∗(θα), a second rank symmetric
tensor, is the sum of the coefficient of dispersion and the coefficient of molec-
ular diffusion within an α-phase in a porous medium. The mass fractions,
ωw� and ωwg , are expressed by Henry’s law, e.g., in the form (7.2.16), and by
the psychrometric law (that expresses vapor mass fraction as a function of
temperature and capillary pressure), respectively.

In the next section, we shall elaborate on various source terms, due to
chemical reactions, both of the Γ -type and of the fγα→β-type, that appear
in the mass balance equation (7.2.20). We shall also show how these sources
are incorporated in the mass balance equation for a considered species. Since
sources are due to various kinds homogeneous and inhomogeneous chemical
reactions, we shall start by presenting a brief introduction to such phenomena.
However, first, in the next subsection, we shall discuss pumping and artificial
recharge through wells that also represent point sinks and sources of the
Γ -type that have to be incorporated in the mass balance equations.

7.2.3 Pumping and injection

We often refer to pumping and injection wells in an aquifer also as ‘sinks and
sources’, respectively. In this case an injection well, through which a fluid
that contains the γ species is injected, acts as a source of γ. A pumping well
removes fluid that contains γ at the concentration prevailing at the location.
These sources and sinks are represented in the Γ -type source appearing in
the macroscopic mass balance equation (7.2.20), although they do not appear
as sources in the microscopic solute transport model; there they appear in
the form of boundary conditions.

In a three-dimensional domain, such sources and sinks may take the form
of points or of line segments approximating the screened segments of wells.

Balance Equation for Single Species



388 MODELING CONTAMINANT TRANSPORT

When the screen length of a pumping well is much smaller than the aquifer’s
thickness, the well is often approximated as a point sink located at its center.
Sources and sinks in the form of points in a three-dimensional flow domain
were discussed in Subs. 5.1.4.

When considering relatively small domains, the circumference of a well
may be considered as a boundary, with the interior of the well being excluded
from the domain. Pumping and injection rates will then be specified as flux
conditions (for both fluids and solutes) on such a boundary (see discussion
on boundary condition on wells in Subs. 5.2.3G).

Consider a fluid phase (liquid, or gas) containing a component at a known
concentration, cR, that is added to a porous medium domain as a distributed
external fluid source at a rate Rext = Rext(x, t) (= volume of fluid phase
added per unit volume of porous medium per unit time). Then, the source
term appearing in (7.2.20) is expressed by

θρΓ γ = Rext(x, t)cγR. (7.2.31)

When sources exist at N isolated points, x(m), m = 1, 2, ...N , the source term
in (7.2.20) takes the form:

θρΓ γ =
∑

(m)

R
(m)
ext (x(m), t)δ(x − x(m))cγ(m)

R , (7.2.32)

where R(m)
ext represents the rate of injection (in terms of volume added per unit

time), at some point x(m) and time t, of fluid at the known concentration,
cγ

(m)

R , and δ(x − x(m)) denotes the Dirac delta function, defined formally
by (5.1.77). For a distributed sink, and for a collection of point sinks (e.g.,
pumping wells), the corresponding expressions are

θρΓ γ = −Pext(x, t)cγ(x, t), (7.2.33)

and
θρΓ γ = −

∑

(m)

P
(m)
ext (x(m), t)δ(x − x(m))cγ(x, t), (7.2.34)

respectively, where the withdrawn fluid is at the unknown concentration,
cγ(x, t), and the terms Pext and P

(m)
ext denote the magnitude of the fluid

discharge rates (= volume per unit time) of the respective sinks.

7.3 Sources and Sinks

The objective of this section is to briefly introduce and discuss chemical
processes that constitute sources (or sinks) of a γ-species in a porous medium
domain. These processes appear as either Γ γ or fγα→β terms in the mass
balance equation, (7.2.20).
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The discussion here should be considered merely as very a brief introduc-
tion to some of the essentials and to the employed terminology; in order to
seriously consider chemistry and microbiology of contamination, much more
knowledge and experience is required. Books on chemistry and microbiology
should be consulted (e.g., Weber, 1972; Stumm and Morgan, 1995; Paul and
Clark, 1996; Hiemenz and Rajagopalan, 1997; Sawyer et al., 2002; Schwarzen-
bach et al., 2002; Sposito, 2004; Appelo and Postma, 2005). As emphasized
at the very beginning of this book, the incorporation of the chemical and
biological aspects in a model calls for close cooperation between experts in
transport in porous media, numerical methods, geohydrology, chemistry, and
microbiology.

7.3.1 Conditions for chemical equilibrium

We are interested in chemical reactions that occur as solutes are being trans-
ported by advection, dispersion and diffusion within the fluid that occupies
the void space of a porous medium domain. Given the time required for a re-
action to reach equilibrium (as obtained from batch experiments, i.e., at the
microscopic level), we wish to discuss the conditions under which the assump-
tion of equilibrium within an REV—usually referred to as Local Equilibrium
Assumption, LEA—is justified. We shall start by considering homogeneous
reactions (Subs. 7.2.2).

The use of dimensionless numbers as a tool for comparing terms in a
balance equation, which, actually, means comparing processes in a transport
problem, will be presented in detail in Sec. 7.7. There, in the example of
modeling contaminant transport, we shall introduce dimensionless numbers
that are relevant to the discussion here: the Strouhal (St), the Peclet (Pe)
and the Damköhler (DmI , DmII) numbers. They are defined as:

St ≡ Lc
Vctc

=
tc,adv

tc
,

Pe ≡ LcVc
D =

tc,diff

tc,adv
,

DmI ≡ Lc/Vc
tc,react

=
tc,adv

tc,react
,

DmII ≡ L2
c/D

tc,react
=

tc,diff

tc,react
, (7.3.1)

where tc is a characteristic time, such as the duration over which the problem
is being modeled. In determining these numbers, the domain of interest is
the REV. Hence, the characteristic length, Lc, is the size of the REV, the
characteristic fluid velocity, Vc, is the maximum fluid velocity within the
REV, and D is the coefficient of diffusion at the microscopic level.

The characteristic time of reaction, tc,react, is determined by a batch ex-
periment. It is defined as the time at which the concentration of an important
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species in the reaction, c(t), decays to the extent that the value of some factor,
w, becomes close to unity, w ∼ 1. This factor is defined by

wΔcc = |c(tc,react)− c(0)| , (7.3.2)

in which Δcc is a characteristic concentration change.
We also need the dimensionless diffusion time, t�diff , and the dimensionless

reaction time, t�react, defined by

t�diff ≡
L2
c/D
tc

=
tc,diff

tc
= St · Pe,

t�react ≡
tc,react
tc

=
St

DmI
. (7.3.3)

In order to ensure chemical equilibrium, we require that the concentrations be
approximately uniform within the REV. This means that the characteristic
time for diffusion must be much smaller than that for advection. This means
that

Pe� 1. (7.3.4)

This condition implies not only that diffusive fluxes, due to concentration
gradients, are small, but also that reaction rates (which are functions of
concentration) are approximately uniform throughout the REV.

Next, we require that the characteristic time for diffusion must be much
smaller than the characteristic time of the problem, so that

t�diff � 1, or, equivalently, St� Pe. (7.3.5)

We also require that the characteristic time for the reaction be much smaller
than that for advection and diffusion, i.e.,

DmI � 1, DmII � 1. (7.3.6)

Finally, we require that the characteristic time for the reaction be much
smaller than the characteristic time of the problem:

t�react � 1, or, equivalently, St� DmI . (7.3.7)

Altogether, conditions (7.3.4) through (7.3.7) ensure chemical equilibrium of
a homogeneous reaction within an REV.

Next, we analyze the conditions for equilibrium of heterogeneous reactions.
This type of reactions is often studied in the laboratory by using batch ex-
periments in which, for example, two fluid phases, usually a gas and a liquid,
are in contact at a flat interface, with both phases kept well-mixed so that
concentrations are uniform in their respective domains. Let Sα,β denote the
interface between an α-phase and a β-phase. We may use (7.3.2) to define a
characteristic time of the reaction, tc,react. However, in this case, the charac-
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teristic time also depends on the involved volumes of the phases relative to
the area of the interface. In fact the characteristic time is proportional to the
volume-to-surface ratio Uα/Sα,β (= �α), where �α is a characteristic length
of the phase. Thus, κα ≡ �α/tc,react is a quantity that is independent of the
size of the experimental system and is, therefore, a true characteristic of the
reaction at the interface.

Let us now consider a porous medium REV containing the two phases.
In this case, �α = Uo,α/Sα,β where the volume and surface area now refer to
those of the α-phase in the REV. The characteristic length Lc for the α-phase
is equal to �α. The relevant Peclet number for the α-phase, and the relevant
Damköhler and Strouhal numbers (see also Sec. 7.7) are:

(Pe)α =
(Vα)c �α
Dα ,

(DmI)α =
�α/(Vα)c
tc,react

=
1/(Vα)c
1/κα

,

(St)α =
�α

(Vc)αtc
,

(DmII)α =
�2α/Dα
tc,react

=
�α/Dα
1/κα

. (7.3.8)

Similar expressions apply also to the dimensionless numbers of the β-phase.
Therefore, the conditions for equilibrium of a heterogeneous reaction, (7.3.4)
through (7.3.7), must hold for both phases.

7.3.2 Equilibrium chemical reactions

Chemical and biological reactions often play a key role in the fate of contami-
nants in the subsurface. For example, the migration of a contaminant from its
source may be significantly attenuated by degradation caused by such reac-
tions. Other examples are the immobilization of a contaminant by chemical
precipitation onto the solid, and the transformation of a contaminant, ra-
dioactively, chemically, or biologically, into another chemical compound that
may, or may not, be harmful.

The term ‘natural attenuation’ is used when such phenomena occur in the
subsurface without human intervention. Often, natural attenuation reduces
the concentration of a contaminant to permissible levels within an acceptable
time interval, so that human intervention is not required.

Many remediation techniques rely on reactive processes. The effectiveness
of soil vapor extraction, for example, depends on the partitioning of volatile
contaminants between the aqueous and gaseous phases. Some methods utilize
chemical or biological reactions to degrade a contaminant into harmless prod-
ucts by introducing appropriate reactants or nutrients into the subsurface,
either through an injection well or by placement into a permeable trench,
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also known as a ‘Permeable Reactive Barrier (PRB)’ (Subs. 7.10.6). Other
methods convert the contaminant into products that have a low mobility.

A. Rate of chemical reactions

We start by focusing on reactions that occur in a closed batch system. Later,
we shall consider reactions in a porous medium during transport.

A chemical reaction is described by an equation, e.g.,

A→ C, A→ B + C, A + B→ AB,
A + A→ A2, aA + bB→ cC + dD, (7.3.9)

in which A, B, AB, C, and D are species or compounds and a, b, c, d are
numbers. In each equation, the species on the left-hand side are referred to
as reactants, while those on the right-hand side are called products. The first
two equations describe unimolecular reactions. The subsequent two involving
bimolecular reactions, describe association. The last equation describes a gen-
eral case with two reactants and two products. In all reactions, the involved
species may be atoms, molecules, free radicals, or ions.

Stoichiometry is the term used for the balancing of equations such as those
presented above, making sure that the same number of each kind of atom
appears on both sides of each equation. This balance enables the calculation
of the amounts of each involved compound. Each such balance equation is
referred to as stoichiometric equations.

Still in a closed batch, i.e., no product or reactant is removed, when re-
actions are reversible, we replace the symbol → by ⇀↽. The equation then
represents a state of equilibrium.

For a homogeneous reaction, i.e., one that occurs within a fluid phase, the
reaction rate expresses the decrease in the concentration of a reactant, or
the increase in that of a product, per unit time. The reaction rate per unit
volume of fluid phase is defined as specific reaction rate. We shall often use
these terms interchangeably, as long as no confusion may result.

Consider a homogeneous reaction described by

A + B→ C. (7.3.10)

The reaction rate, Rr, is defined as

Rr = −d[A]
dt

= −d[B]
dt

=
d[C]
dt

, (7.3.11)

in which [A](≡ [cγα] ≡ cA/MA) represents the molar concentration of A, with
MA denoting the molar mass of A. Thus the reaction rate expresses the num-
ber of moles (produced or disappearing) per unit volume of solution per unit
time. We note that we have defined a single rate for the entire reaction.

The derivatives in the above equation have their usual meaning, e.g.,
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dcA

dt
= lim
Δt→0

cA|t+Δt − cA|t
Δt

. (7.3.12)

For a more complicated chemical reaction, e.g., expressed by the stoichiomet-
ric equation

A + 2B→ 3C + D, (7.3.13)

the reaction rate, Rr, is given by

Rr = −d[A]
dt

= −1
2
d[B]
dt

=
1
3
d[C]
dt

=
d[D]
dt

. (7.3.14)

In general terms, a stoichiometric equation can be written as

χAA + χBB + . . .→ χPP + χQQ + . . . , (7.3.15)

with the reaction rate expressed as

Rr = − 1
χA

d[A]
dt

= − 1
χB

d[B]
dt

= . . . =
1
χP

d[P]
dt

=
1
χQ

d[Q]
dt

= . . . , (7.3.16)

in which the χγ (χγ > 0), for γ = A, B, P, Q,. . . , are the stoichiometric
coefficients. They describe the relative number of moles of each reactant and
those of each product that participate in the considered reaction. Note that
the stoichiometric equation imposes constraints on the rates of production
(and disappearance) of the species involved in the reaction.

A stoichiometric equation can also be written in the compact form:
∑

(γ)

νγMγ → 0, (7.3.17)

or, for a reversible reaction:
∑

(γ)

νγMγ ⇀↽ 0, (7.3.18)

in which Mγ denotes the chemical symbol of the respective γ-species, and
νγ denotes its corresponding stoichiometric coefficient. Note that the signs
in the above forms are opposite to those normally used when writing actual
reactions. Following standard convention, νγ < 0 for a reactant and νγ > 0
for a product. Then, the reaction rate, Rr, is given by

Rr =
1
νγ

d[γ]
dt

. (7.3.19)

The reaction rate is measured in moles per second (in a given volume of
solution), or in moles per liter per second.

For the reaction expressed by (7.3.15), the reaction rate often takes the
form (see Subs. 7.3.2B and C):
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Rr = k[A]λ
A
[B]λ

B
. . . , (7.3.20)

in which the product is only over the reactant species and the λγ ’s are powers,
which, in general, are not necessarily equal to the χγ ’s. Equation (7.3.20) is
an example of a rate law. The coefficient k is called the rate constant of the
reaction. The rate law expresses the reaction rate, Rr, as a function of the
concentrations of all reactants present in the solution. For a given reaction,
the rate law must be determined experimentally. The reaction expressed by
(7.3.20) is said to be λA-order in A, λB-order in B, etc. The total order of the
rate law is the sum of these exponents.

For example, for the reaction A + B → C, we may have

Rr ≡ −d[A]
dt

= k[A][B]. (7.3.21)

Note that in this example, the reaction has a second-order rate law.
The reversible reaction (7.3.18) actually consists of a forward and a reverse

reaction. For example, the reversible reaction,

A + 2B
k for−⇀↽−
krev

C, (7.3.22)

is the result of the two reactions:

A + 2B k for−→ C, and A + 2B krev←− C. (7.3.23)

The rate of a reversible reaction is the sum of the reaction rates of the forward
and reverse reactions. The forward reaction rate may be given by

Rr,for

(

= −d[A]
dt

= −1
2
d[B]
dt

)

= k for[A][B], (7.3.24)

and the reverse reaction rate by

Rr,rev

(

= −d[C]
dt

)

= −krev[C]. (7.3.25)

The resulting reaction rate is

Rr = Rr,for −Rr,rev = k for[A][B]− krev[C]. (7.3.26)

For ideal, or dilute, solutions, where the solvent does not participate in the
reaction, the rate law for an elementary reversible reaction can be shown to
be (de Groot and Mazur, 1962)

Rr = k for

∏

(γ, νγ<0)

[Xγ
react]

−νγ − krev

∏

(γ, νγ>0)

[Xγ
prod]ν

γ

, (7.3.27)
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where we have followed the standard sign convention for ν mentioned earlier,
and [Xγ ] denotes the concentration (in this case, in terms of molar fraction)
of the (reactant or product) γ-species.

Consider the reaction A ⇀↽ B, in which both forward (f) and reverse (r)
reactions are first-order (see below), but with different constants:

A
kf−→ B; Rrf = −d[A]

dt

∣

∣

∣

∣

1

= kf [A] =
d[B]
dt

∣

∣

∣

∣

1

, (7.3.28)

A kr←− B; Rrr = −d[B]
dt

∣

∣

∣

∣

2

= kr[B] =
d[A]
dt

∣

∣

∣

∣

2

. (7.3.29)

In this equation, we note how, simultaneously, A is depleted by the forward
reaction, at a rate kf [A], and produced by the reverse reaction, at a rate
kr[B]. The net rate of production of A is

d[A]
dt
≡ d[A]

dt

∣

∣

∣

∣

1

+
d[A]
dt

∣

∣

∣

∣

2

= −kf [A] + kr[B]. (7.3.30)

From
d[B]
dt
≡ d[B]

dt

∣

∣

∣

∣

1

+
d[B]
dt

∣

∣

∣

∣

2

= −d[A]
dt

, (7.3.31)

it follows that

d
dt

(

[A] + [B]
)

= 0, or, [A] + [B] = [A]
∣

∣

t=0
+ [B]

∣

∣

t=0
. (7.3.32)

Thus, if [B]
∣

∣

t=0
= 0, we may integrate (7.3.30) to obtain

[A] =
(

kr + kf e
−(kf+kr)t

kf + kr

)

[A]
∣

∣

t=0
. (7.3.33)

As t→∞, the concentrations reach their equilibrium values:

[A] =
kr

kf + kr
[A]
∣

∣

t=0
, [B] =

kf
kf + kr

[A]
∣

∣

t=0
. (7.3.34)

Thus, at equilibrium,

kf [A] = kr[B], and Keq =
kf
kr
, (7.3.35)

with Keq referred to as the (thermodynamic) equilibrium constant of the con-
sidered reaction. If Keq is known for a reaction, and one of the rate constants
is also known, the other one can be determined by this relationship.

For the reaction

A + B
kf−⇀↽−
kr

C + D, (7.3.36)
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which is second order in both directions, suppose that

Forward reaction :
d[A]
dt

∣

∣

∣

∣

f

= −kf [A][B], (7.3.37)

Reverse reaction :
d[A]
dt

∣

∣

∣

∣

r

= kr[C][D], (7.3.38)

Net gain in A :
d[A]
dt

= −kf [A][B] + kr[C][D]. (7.3.39)

At equilibrium, the net gain in A vanishes, so that

Keq =
[C][D]
[A][B]

=
kf
kr
. (7.3.40)

This equation is a special case of the law of mass action to be discussed later.
The coefficient Keq (= kf/kr) is the equilibrium constant defined above.

For the reaction described by the general stoichiometric equation

aA + bB + . . . ⇀↽ pP + qQ + . . . . (7.3.41)

we obtain the general form of the law of mass action:

Keq =
{P}p{Q}q . . .
{A}a{B}b . . . , (7.3.42)

in which the bracketed quantities {·} denote activities.
The activity {A} of a species A, is related to its molar concentration, mA,

which is the number of moles of the latter per kg mass of solvent (usually, in
the context of aqueous solutions), by

{A} = γAmA, (7.3.43)

where γA is the activity coefficient of A. For dilute solutions, γA ≈ 1 and {A}
≈ mA.

The activity, {A}, is often related to the molality, m̂A (= concentration
defined as moles of a species per kilogram of solvent), by a factor known as
the activity coefficient (dimensionless), γA, defined by

γA ≡ {A}
m̂A

, γA > 0. (7.3.44)

Note that γA depends on the standard state selected for the species, and that
γA → 1 as m̂A → 0. This definition of the activity coefficient is the standard
one used in geochemistry.

For an ionic aqueous species, the activity coefficient, as defined by (7.3.44),
is given by various empirical formulas, e.g. by Helgeson (1969), in the form:
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log γA = −A (zA)2
√
I

1 + Brγ√I + CI, (7.3.45)

where zA is the charge on the A-species and rγ denotes the effective diameter
of the hydrated ion (in cm). The coefficients A, B, and C are temperature-
dependent constants that are independent of γ. The symbol I denotes the
ionic strength of the solution, defined by

I ≡ 1
2

∑

(γ)

m̂γ (zγ)2 , (7.3.46)

where γ denotes the γth ionic species. This equation gives good agreement
with experimental data for ionic strengths up to around 1 molal solution.
At higher ionic strengths, more complicated expressions are required (e.g.,
Pitzer, 1979).

When a species participates in several chemical reactions that cause its
concentration within a fluid phase to increase (or decrease), we express the
strength of the source (= rate of production) of that species in the (micro-
scopic) balance equation of the latter, say, in (7.2.20), by

ραΓ
γ
α =

∑

(j)

dcγ

dt

∣

∣

∣

∣

jth hom chem react

= Mγ
∑

(j)

νγj Rr,j , (7.3.47)

in which Rr,j is the reaction rate of the jth homogeneous chemical reaction
in the fluid α-phase and νγj is the stoichiometric coefficient of the γ-species
in the jth reaction. This rate of production is in addition to the rates of
production resulting from other sources.

Although we have referred above to the characteristic time of the reaction
described by a given stoichiometric equation, often, the actual reaction goes
through a number of intermediate steps that do not appear explicitly in the
stoichiometric equation and in the corresponding rate law. However, when
such an intermediate step is much slower than the one explicitly referred to,
it dictates the rate-determining, or rate-limiting step of the entire reaction.

B. Half-life for first order reactions

Consider the reaction
A k→ B. (7.3.48)

The first-order rate law for the consumption of a reactant A, is expressed in
the form:

Rr ≡ −d[A]
dt

= k[A], (7.3.49)

in which k is referred to as the first-order rate constant (dims. T−1).
An example of a first-order reaction is the radioactive decay of tritiated

water (HTO) into ordinary water, where T stands for tritium (≡ H3):
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HTO k→ H2O, (7.3.50)

for which the rate constant is k = 1.78× 10−9 sec−1.
By integrating (7.3.49) from [A]=[A]o at t = 0, to any time, t, we obtain

[A](t) = Ao e
−kt, (7.3.51)

often referred to as the integrated rate law. A plot of ln([A](t)/[A]o) versus
time, will yield a straight line with a slope −k. A larger k indicates a faster
rate of disappearance, or decay, of the A-species. From (7.3.49), we may define
the half-life, t1/2, of the A-species in the considered reaction, i.e., the time in
which its concentration will be reduced by a factor 2:

t1/2 =
ln 2
k

=
0.693
k

. (7.3.52)

In a first-order reaction, e.g., (7.3.49), the half-life of the reactant is indepen-
dent of the concentration. The half-life, t1/2, may be considered as a charac-
teristic reaction time.

Radioactive and certain other decay phenomena, A → products (some-
times referred to as unimolecular reactions), may be expressed as the first-
order rate law:

dN

dt
= −λN, (7.3.53)

in which λ is the first order rate constant for the radioactive decay, and N
is the number of atoms of the radioactive material. We can also use molar
concentrations instead of N . Integrating the above expression from N = No

at t = 0, to any t, gives
N(t) = No e

−λt. (7.3.54)

The half-life is defined by (7.3.52), in which k is replaced by λ. In principle,
no equilibrium can be reached until the radioactive material has completely
disappeared.

C. Half-life for higher order reactions

The total order of the rate law is determined empirically. Consider, for ex-
ample, the case

A + B→ C, (7.3.55)

with the second-order rate law (but first-order in the reactants A and B),

Rr ≡ −d[A]
dt

= k′′[A][B], (7.3.56)

in which k′′ (dims. M−1T−1) is a second-order rate constant. In this case,
integration is not possible, until we know the stoichiometry of the reaction.
Formally, we could write
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t1/2 =
ln 2
k′′[B]

, (7.3.57)

with [B]=[Bo], and k′′[B] referred to as a pseudo-first-order rate constant.
However, since [B] is a function of time, we cannot determine the half-life,
t1/2, unless [B] ≈ constant.

D. Temperature dependence of reaction rate

It is found empirically that the rate of many chemical reactions increases
with a rise in temperature, following the relationship

k = Ae−Ea/RT , (7.3.58)

known as the Arrhenius equation (see discussion in Lasaga and Kirkpatrick,
1981). Here, A is a pre-exponential factor, and Ea is like an activation energy
of the reaction that expresses the minimum energy required for reactants to
form products. The rate coefficient k increases as the temperature increases.

E. Reactions at the microscopic and macroscopic levels

In Subs. 1.3, we have introduced the concept of a microscopic representa-
tive elementary volume (abbreviated μREV) at every point within a fluid
phase (unless the phase domain is too small). The behavior of the phase as a
continuum is obtained by averaging the behavior of the individual molecules
over the μREV. This means that the μREV has a valid thermodynamic state
given by pressure, temperature, and species concentration. The concept of a
μREV is now extended to include chemical reactions.

In order to interact, molecules of chemical species must collide at the
proper ‘orientation’, and have the required amount of energy to perform the
interaction, that is, to break and make chemical bonds. Another factor is
the chemical structure of the interacting species. An interacting species may
have to follow a rather intricate path before it can interact with other species.
This is especially true in the case of large organic molecules. It is clear that
the net rate of production (or consumption) of each species participating
in a reaction, as indicated by the number of molecules (and ions) reacting
per unit time, is a statistical quantity. In order to describe a reaction at the
microscopic level, its rate must be statistically averaged over the μREV. We,
therefore, require that the size of the μREV be much greater than the mean
distance traveled by a molecule before reacting with another molecule.

An important reason for defining averaged reaction rates is that one can
often write a rate law that relates a microscopic reaction rate to microscopic
conditions within the μREV. For homogeneous reactions, the rate law de-
pends on the thermodynamic state within the μREV. For heterogeneous re-
actions, the rate law usually depends on the thermodynamic state of the
phases on both sides of a microscopic interface between phases and on the
physical and chemical conditions on the interface.
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When constructing transport models at the macroscopic level, we need
values of state variables, coefficients, etc., at the macroscopic level. Macro-
scopic rate of reaction of a species at a point in a porous medium domain is
defined as the volume-averaged microscopic rate over all points in the REV
that is centered at the considered point. For homogeneous reactions, it is
usually assumed that the deviations in the thermodynamic state within the
REV are sufficiently small such that the same form of the microscopic rate
law can be used at the macroscopic level. Developing rate laws for hetero-
geneous reactions can be more involved because the spatial distribution of
the microscopic conditions and properties of the interface must be related to
macroscopic variables and parameters.

F. First order reaction in a porous medium

When we consider a γ-species in a fluid α-phase (concentration cγα) that
participates in a first order reaction within a porous medium domain, e.g.,
undergoes radioactive decay, the sink term, expressing the rate of disappear-
ance of the species in a macroscopic mass balance equation, say, (7.2.20), is
given by

θαραΓ
γ
α = −θαλcγα. (7.3.59)

G. Decay and other degradation phenomena in porous media

These types of sources have already been presented in Subs. 7.2.1. Let us
summarize them as follows.

For radioactive decay, the source term takes the form:

θρΓ γ = −θλcγ . (7.3.60)

The minus sign indicates that we have here a sink. For an adsorbed com-
ponent (Case B in Subs. 7.2.1, and detailed discussion on adsorption in
Subs. 7.3.3) that undergoes radioactive decay, the source term takes the form:

Γ γs = −λF γ , (7.3.61)

in which λ is the coefficient of radioactive decay.
If we assume that adsorption follows a linear isotherm, the last expression

can be replaced by
Γ γs = −λKdc

γ . (7.3.62)

For any other decay or degradation of a considered component, the source
term takes the form:

θρΓ γ = −θkfcγ , (7.3.63)

where kf represents the degradation rate constant for the component in the
fluid phase. For an adsorbed component, we have

Γ γs = −ksF γ , (7.3.64)
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where ks represents the degradation rate constant for the adsorbate.

7.3.3 Equilibrium adsorption

A. The phenomenon of adsorption

Adsorption, or sorption, , the opposite of desorption, is the phenomenon in
which part of the mass of a chemical species present in a liquid (adsorbate)
that occupies the void space, or part of it, accumulates on the solid matrix
(adsorbent) at the liquid-solid interface. Adsorption is caused by the attrac-
tion of the species to the surface of a solid, or by reactions of one or more
species present in the liquid with the solid. Although we are interested here,
primarily, in adsorption of a species onto a solid in contact with a liquid
phase, adsorption may also take place between a solid and a gaseous phase.

A simple treatment of adsorption uses the concept of an adsorption
isotherm, discussed in the next subsection. This concept assumes that equi-
librium conditions prevail, and that under these conditions, the amount of
adsorbed species on a solid, say, within an REV, is solely a function of the
concentration of the species in the liquid. This assumption is valid as long
as the concentration of all other dissolved species affecting adsorption do not
change appreciably in time. In general, however, this condition does not hold
and a more complicated analysis is required, involving the analysis of reac-
tions at the solid surface. Examples of such reactions are ion exchange and
surface complexation.

One possible primary driving force for adsorption is the lyophobic (‘solute
disliking’) nature of a solute relative to that of the solvent. Another possi-
ble reason is the high affinity of the solute for the solid (Weber, 1972). The
affinity of a dissolved species to the solid surface is due to physical causes,
such as electrical attraction, van der Waals attraction, i.e., intermolecular
forces of attraction between molecules of the solid and those of the adsorbed
species, and chemisorption, i.e., chemical interaction between the solid and
the adsorbed species. However, the most significant factor is the degree of sol-
ubility of the dissolved species. Other factors that may affect the adsorption
and desorption of a chemical species are the physical, electrical, and chemical
characteristics of the species and of the solid’s surface, temperature, and the
presence of other species in the liquid phase (e.g., through the pH that results
from their presence in the liquid phase).

In some theories (e.g., Weber, 1972), the solid is always assumed to be
covered by a thin fluid boundary layer, or film, that has properties and com-
position different from those of the bulk fluid. When considering ‘equilibrium’,
we mean equilibrium between the adsorbed species and the concentration of
the species in that film. Then, since, for our modeling purposes, we need
a macroscopic description of adsorption, we make certain assumptions, e.g.,
that because of diffusion and the short distances involved, the average con-
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centration, say in an REV, is the same as that close to the solid, so that we
can express the isotherm in terms of average the concentration.

Because advective fluid flow within this boundary layer is negligible, to
reach the solid surface, the adsorbate has first to pass from the bulk solu-
tion through this layer by molecular diffusion. Then, after passing through
the boundary layer, the adsorbate can interact with the solid. The desorbed
species can return to the bulk solution in a similar way.

In certain porous media, the solid matrix itself is porous, but with much
smaller pores. A porous medium of this kind is often referred to as a ‘double
porosity medium’ (Subs. 7.3.6H), because the porous medium and the solid
each has its own porosity. The terms micropores and macropores are often
used. Usually, the permeability of the porous solid is much smaller than that
of the porous medium as a whole. As a consequence, we often assume that the
liquid occupying the void space of the porous solid is (practically) immobile
(see Subs. 6.1.4). Under such conditions, an adsorbate must first diffuse into
the (liquid saturated) solid matrix, then diffuse within the small pores that
constitute the pore space of the latter, and finally adsorb on its (very large)
surface area.

In many cases, when considering the rate of adsorption, or the charac-
teristic time involved, the rate determining (or rate limiting) step is not the
chemical interaction with the solid, but the diffusion through the film and (in
the case of a porous matrix) through the tiny pores within the solid matrix.

B. Adsorption isotherms

In saturated flow, when adsorption of a dissolved chemical species takes place,
its total mass, say within every REV of the porous medium, is partitioned
between the solution and the solid matrix. Any increase in the quantity of the
species in the liquid is associated with an appropriate increase in its quantity
on the solid, and vice versa. In desorption, the quantity of the species on
the solid decreases; this is associated with an appropriate decrease of the
quantity in solution. In unsaturated flow, we have to consider partitioning
of the total mass of the species in the REV, among the solid, the liquid and
the gaseous phases. An adsorption isotherm is a function that relates the
quantity of a species adsorbed on the solid to its quantity in the liquid phase
that occupies the void space (or part of it), at a fixed temperature, under
conditions of (chemical) equilibrium between the two quantities.

Let the symbol F denote the mass of a species (= adsorbate) adsorbed
on the solid (= adsorbent), per unit mass of the latter. The concentration F
may be measured in kg/kg, or in moles/kg, while the concentration in the
liquid, c, is measured in kg/�, or in moles/�. Although it would seem more
natural to define the quantity of the species on the solid per unit surface area
of the solid, the reference to ‘unit mass of solid’, stems from the way this
quantity is measured in the laboratory.

Different adsorbate-adsorbent pairs have different isotherms, stemming
from the different mechanisms involved. The isotherm for a given adsorbate-
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adsorbent pair can be obtained by performing a batch adsorption experiment.
A fixed amount of porous medium (soil) is mixed in separate containers with
an aqueous solution at different concentrations, and the change in the lat-
ter, resulting from adsorption, is recorded as time elapses, until the systems
reach equilibrium. By performing a mass balance within each container, the
adsorbed quantity is computed, yielding a point on the isotherm. If the time
for reaching equilibrium is too long, equilibrium may not be assumed.

Following are examples of the more commonly encountered isotherms:

(i) Freundlich (1907) suggested the nonlinear isotherm

F = bcm, (7.3.65)

where b and m are constant coefficients (functions of temperature), and c
denotes the concentration of the adsorbate in the solution. The case m < 1
means that as F increases, it becomes more difficult for additional quantities
of the adsorbate to be adsorbed. The opposite situation is described by m > 1.

(ii) For m = 1, and replacing the symbol b by the more commonly used
symbol Kd, the relationship (7.3.65) reduces to the linear isotherm:

F = Kd c. (7.3.66)

The coefficient Kd, which expresses the affinity of the species for the solid,
relative to that for the liquid (usually for an aqueous phase), is called the
distribution coefficient, or partitioning coefficient. From (7.3.66), it follows
that Kd (≡ F/c) gives, at every instant, the mass of the species on the solid,
per unit mass of the latter, per unit concentration of the species in the liquid
phase. It describes the partitioning of the total amount of the species between
the solid surface and the liquid phase, say, in a unit volume of porous medium.
We note that Kd has the dimensions of mass per unit volume, and should be
described by the corresponding units (e.g., kg/�).

Sometimes, Kd for the adsorption process differs from that for the des-
orption one. This implies that the process is not completely reversible, of-
ten due to surface catalysis. Another observation is that, often, especially
in chemisorption, there exists a limit to the adsorptive capacity of a solid
surface. This requires a modification of the isotherm (7.3.66).

In unsaturated flow, as the larger pores are occupied by air, part of the
solid’s surface is less readily accessible to pore water. This may make Kd

in (7.3.66) a function of the saturation. On the other hand, we recall that
water is the wetting liquid, and, as such, it is everywhere adjacent to the solid
surface, albeit at some places as a very thin film, with diffusion of chemical
species through it. Hence, we may conclude that (7.3.66) is valid also in
unsaturated flow, unless the moisture content is very low, a situation that,
under certain conditions, may occur close to ground surface.

(iii) Langmuir (1915, 1918) suggested the nonlinear equilibrium isotherm:
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F =
k3c

1 + k4c
, k3, k4= constant coefficients. (7.3.67)

Note that F → const. as c→∞.

(iv) Lindstrom et al. (1971) and van Genuchten (1974), present the nonlin-
ear isotherm:

F = k5 c exp(−2k6F ), k5, k6= constant coefficients. (7.3.68)

Some of the above isotherms can be expressed as F = Kd(c) c, where
Kd ≡ F/c. In such cases, it can be shown that for any γ-species, we have

mγ
∣

∣

in the fluid

mγ
∣

∣

in the porous medium

=
cUw

cUw + F ms
=

1

1 + ρbKd(c)
φ

, (7.3.69)

in which φ is the porosity, and ρb denotes the bulk density of the soil.
Altogether, an adsorption isotherm tells us what portion of a species will

be adsorbed when the solid and aqueous phases are in equilibrium, i.e., when
the net rate of mass transfer of the species between the aqueous liquid and
the solid is zero. Of course, groundwater systems are never strictly at equilib-
rium, with advective and diffusive fluxes of species always occurring within
the liquid (= water). Nevertheless, as will be explained in Subs. 7.3.6, in
many cases, the time characterizing the adsorption reaction may be suffi-
ciently fast, relative to the times characterizing advection and diffusion in
the liquid phase within the void space, so that equilibrium may be assumed
to prevail. However, we may also encounter cases where equilibrium is not
a valid assumption, and a kinetic approach will be required. Nonequilibrium
phase partitioning will be discussed in Subs. 7.3.6.

C. Adsorption of hydrophobic organic species

Nonionic and nonpolar organic molecules are hydrophobic (= ‘water hating’),
i.e, they have a low affinity for water, which is a highly polar substance. Hy-
drophobic substances ‘prefer’ to associate with other nonpolar substances like
themselves. This feature of organic compounds explains their relatively low
solubility in water, the degree of hydrophobicity being inversely proportional
to their solubility. Organic matter is often hydrophobic; it may occur in the
form of grains, globules, or films that coat soil grains.

A commonly used measure of hydrophobicity of an organic γ-species, i.e.,
of the degree to which it will preferentially dissolve in water, rather than
in an organic solvent, is its coefficient of partitioning between octanol and
water,

Kγ
ow =

cγo
cγw

, (7.3.70)

where cγo and cγw represent the γ-concentrations in octanol (o) and in water,
respectively. The octanol is used here as a reference liquid phase for assessing
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the organic liquid-water partitioning behavior of an organic solute. A larger
value of Kγ

ow indicates a higher tendency to dissolve in an organic liquid,
rather than in water, and thus becoming less mobile in the subsurface.

Adsorption of hydrophobic species is controlled, to a large extent, by the
presence in the soil of organic matter, as a solid phase, which exhibits a
greater attraction to hydrophobic substances than for water. For most soils,
the concentration of organic matter is in the range 0.5–1.0%. Since adsorp-
tion is a surface phenomenon, it is usually more important how the organic
matter is distributed and made available for adsorption. Thus, soils with very
low bulk organic matter can exhibit significant retardation for organic com-
pounds. Additionally, in soils that are very low in organic matter, adsorption
of organic compounds onto the clay fraction of the soil can become dominant.
When the soil organic carbon content exceeds a few tenths of a percent, even
moderately hydrophobic substances will be adsorbed onto it (McCarty et al.,
1981). The linear partitioning coefficient, Kd, may, then, be estimated by

Kd = Kocfoc, (7.3.71)

where Koc is an organic carbon normalized partitioning coefficient, e.g., mass
of adsorbed species per unit mass of organic soil per unit concentration of
species in solution (dims. L3M−1), and foc is the mass fraction of organic
carbon in the soil (dims. M M−1), i.e., mass of organic carbon per unit mass
of soil. Since the value of Koc is primarily a measure of the hydrophobic
tendency of the adsorbing species, it may be anticipated that it should have
a high correlation with the octanol-water partitioning coefficient. Indeed, this
is the case. A number of studies have led to various empirical formulas for
estimating Koc. Most of these formulas are of the form:

logKoc = A logKow +B, (7.3.72)

where A and B are empirical coefficients, which depend on the composi-
tion of the organic matter and on the experimental conditions. Lyman et al.
(1982) suggested to use A = 0.937 and B = 0.006, when Koc is expressed in
cm3g−1. Similarly, correlations have been shown to exist between Koc and
water solubility, Sγw, of the form:

logKoc = A′ logSγw +B′, (7.3.73)

where A′ and B′ are empirical coefficients. For example, Means et al. (1980)
proposed A′ = −0.686, and B′ = 4.273, when Sγw is in mg per liter.

7.3.4 Ion exchange

In ion exchange reactions, ions that are held by electrostatic forces to a
charged functional group on the surface of the solid matrix are exchanged
for ions of a similar charge present in the aqueous solution. This exchange
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will continue until equilibrium is reached for all ions present in the system.
A process of this kind takes place, for example, in synthetic ion exchange
resins. In the soil, ion exchange processes occur primarily on clay minerals
(in connection with cation exchange), but also on oxides/oxihydroxides (in
connection with both cation and anion exchange). The explanation is based
on the observation that oxides/oxihydroxides can be positively charged (anion
exchange) or negatively charged (cation exchange), depending on their point
of zero charge and the pH of the water, when they are not charged, they are
not available for ion-exchange. It is of interest to note that, as charge forces
act over larger distances, compared to hydrophobic adsorption, ion-exchange
is an extremely fast process.

Some ion exchange theories envision the presence of a thin liquid boundary
layer that covers the solid. The time characterizing ion exchange depends on
the relative times of (1) transport of the ions from the bulk solution to the
boundary layer, (2) diffusion through the layer, (3) (in the case of a porous
solid matrix) diffusion into the solid, (4) exchange of ions on the solid, (5)
their diffusion through the layer, and (6) transport back to the bulk solution.
The limiting rate is often dictated by the various diffusive steps, rather than
by the actual exchange process (Weber, 1972).

Without going into details, which can be found in texts that deal with
clay minerals (e.g., Grim, 1968), the structure of most clay minerals can be
described as composed of layers of aluminum silicates, each layer being made
up of sheets of SiO4 tetrahedral units and Al(OH)xO6−x octahedral ones,
where the two kinds of units share some oxides with each other. For example,
kaolinite, Al2Si2O5(OH)4, is composed of tetrahedral SiO4 and octahedral
Al(OH)4O2 sheets. The Al3+ ion in the octahedral unit may be substituted
by such ions as Mg2+, Fe2+, Mg2+, and Mn2+. This isomorphic substitution
creates an excess negative charge on the sheets, such that the clay surface
can now attract other positive ions from the solution.

Reversible ion exchange for a univalent component may take the form:

X+ + AS ⇀↽ A+ + XS, (7.3.74)

in which X+ is a dissolved cationic species, XS is the species in the adsorbed
state on the solid, denoted by S, and A+ is the cation, initially on the solid,
remaining in the liquid phase. Upon reaching a state of equilibrium, we ob-
tain, according to the law of mass action (Subs. 7.3.2A; and, e.g., Chang and
Cruickshank, 2003),

KX
eqA =

{XS}{A+
}

{AS}{X+
} , (7.3.75)

in which KX
eqA is the equilibrium coefficient for the exchange reaction, and

the bracketed terms represent thermodynamic concentrations, or activities
(Subs. 7.3.2A).
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At a low concentration of a considered species, X+, relative to that of an
exchangeable cation, A+, and when the exchange between the two does not
cause a significant change in the activity ratio,

{

A+
}

/ {AS}, the partitioning
coefficient, Kd, may be obtained from

Kd =
KX

eqA
{

A+
}

/ {AS} =
{XS}
{

X+
} . (7.3.76)

For a dilute solution, the activities are approximately equal to the respective
molalities, and we have

Keq =
(m̂P)p(m̂Q)q . . .
(m̂A)a(m̂B)b . . .

, (7.3.77)

where the concentrations are in molals. Also, for such a solution, the activities
are proportional to the molar concentrations, so that

K ′
eq =

[P]p[Q]q . . .
[A]a[B]b . . .

, (7.3.78)

(i.e., the mass action law introduced earlier), where K ′
eq is an equilibrium con-

stant that is proportional to Keq, and includes factors involving the densities
of the phases.

7.3.5 Volatilization and dissolution

Volatilization and dissolution are examples of heterogeneous reactions , which,
as defined earlier, are reactions that take place between species that exist in
different (adjacent) phases. An example is the dissolution of CO2 gas (denoted
as CO2(g)) in water to form carbonic acid, H2CO3. This reaction is described
by the stoichiometric equation

CO2(g) + H2O ⇀↽ H2CO3. (7.3.79)

Note that in the above equation, and in what follows, the symbol for a species
A in an α-phase is denoted either as Aα or A(α), with α = g for gas, and
α = aq for the aqueous phase.

A special case is the dissolution of an ionic solid. When such a solid is
placed in water, it dissolves and equilibrium is established between the ions
in the (saturated) solution and the (excess) solid phase. For example, in the
case of solid silver chloride (AgCl) in contact with a saturated solution of
the sodium chloride (adjacent to the solid-liquid interface), equilibrium is
reached, with

AgCl(s) ⇀↽ Ag+ + Cl−. (7.3.80)

The mass action law leads to
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[Ag+][Cl−]
[AgCl(s)]

= K. (7.3.81)

In the above expression, the concentration of the pure solid is constant and
fixed, no matter how much solid is in contact with the liquid. Hence, when
the saturated solution is in equilibrium with excess solid, we have

[Ag+][Cl−] = K[AgCl(s)] = Ksp, (7.3.82)

where the constant Ksp is called the solubility product of this solution. The
value of this coefficient can be determined only experimentally. A larger value
means higher solubility of the solid.

Another example is the dissolution of calcium sulfate:

CaSO4 ⇀↽ Ca2+ + SO2−
4 . (7.3.83)

Then, with Ksp, gypsum = 10−4.60 at 25◦C, we have:

Ksp, gypsum = [Ca2+][SO2−
4 ] = 10−4.60. (7.3.84)

The case of solid matrix dissolution is discussed in Subs. 7.3.6F.
A special case of a heterogeneous reaction is the transformation of a single

species in a phase into another single species in another phase that is present
on the other side of a common interface. Such reaction is often referred to as
a binary heterogeneous reactions. An example is the dissolution of nitrogen
gas in water,

N2(g) ⇀↽ N2(aq). (7.3.85)

Another example is evaporation, i.e., the transformation of liquid water into
water vapor:

H2O(aq) ⇀↽ H2O(g). (7.3.86)

Other examples of binary heterogeneous reactions are when a gaseous species
dissolves into a liquid, when a component in a liquid phase volatilizes, and
when a solid species dissolves into a single-species aqueous phase. In all of
these cases, the reaction involves the transformation of a chemical species,
say C, residing in one phase, say α, into the same component residing in
another phase, say, β. This reaction can be represented in the symbolic form

C(α) ⇀↽ C(β). (7.3.87)

The condition for chemical equilibrium in this reaction is

μC(α) = μC(β), (7.3.88)

i.e., two phases, whose only interaction is by dissolution or volatilization of
their components, are in equilibrium with each other only if the chemical
potentials of these components are equal.
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Let us briefly discuss the concept of chemical potential introduced by
Willard Gibbs (1928, see Denbigh, 1981, p. 78). Gibbs defined the chemi-
cal potential in the following way:

“If to any homogeneous mass we suppose an infinitesimal quantity of
any substance to be added, the mass remaining homogeneous and its
entropy and volume remaining unchanged, the increase of the energy of
the mass divided by the quantity of the substance added is the chemical
potential for the substance in the mass considered.”

Thus, we may define the chemical potential, μγ , of a species γ of a phase, as

μγ ≡
(

∂G

∂Nγ

) ∣

∣

∣

∣

p,T,Nδ ;δ �=γ
, (7.3.89)

where G = G(p, T,N1, N2, . . . , Nk) denotes the Gibbs free energy (see any
textbook on Thermodynamics), Nγ denotes the number of moles of γ in the
phase, and p and T denote the pressure and temperature, respectively.

The chemical potential is analogous to temperature and pressure. While a
temperature difference determines the rate and direction of heat movement
from one body to another, and a pressure difference determines the motion of
mass, the difference in chemical potential produces the movement of a within
a phase, or from one phase to another. It also determines the direction of
chemical reactions. A system is in chemical equilibrium when the Gibbs free
energy is at a minimum level.

From the definition of G, it follows that the chemical potential of a chem-
ical species expresses the increase in the capacity of the latter to do work
(other than work of expansion), per unit amount of added species, at con-
stant temperature and pressure.

Finally, two phases, α and β, are said to be in chemical equilibrium with
respect to a γ-species, if

μγα = μγβ . (7.3.90)

In general, a system is said to be in thermodynamic equilibrium if the ther-
modynamic potentials (= chemical potentials and temperature) are uniform
within each homogeneous region of the system and do not change with time.
We often distinguish between thermodynamic equilibrium, thermal equilib-
rium (when the temperature is uniform), chemical equilibrium (when the
chemical potential is uniform), and mechanical equilibrium (when the pres-
sure is uniform). (See any textbook on Thermodynamics for these potentials.)
Bear and Nitao (1995) discuss these definitions for a porous medium domain.

The chemical potential of a species γ can also be expressed as

μγ = μoγ +RT ln {γ} , (7.3.91)

in which {γ} denotes the activity of the γ-species, and μoγ is the value of the
chemical potential at some standard state for that species.
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Inversely, we can use (7.3.91) as the a for the activity of γ,

{γ} ≡ exp
{

μγ − μoγ

RT

}

. (7.3.92)

In this context, the standard state of a γ-species refers to a fixed specified
composition of the system at some pressure and temperature of interest,
usually the same as those of the system under consideration. Therefore, the
chemical potential at the standard state, μoγ , is independent of composition,
but may be considered as a function of pressure and temperature. The activity
and the standard potential are linked by the chosen standard state. The
standard state of an aqueous solute species is usually taken as that existing
in an aqueous solution at infinite dilution, without any other solute species.

With the above definition of chemical potential, consider the general binary
heterogeneous reaction in which a species A in an α-phase transforms into a
species B in a β-phase,

A(α) ⇀↽ B(β). (7.3.93)

The condition of chemical equilibrium, (7.3.88) or (7.3.90), for this reaction
takes the form

μA(α) = μB(β). (7.3.94)

By applying (7.3.94) to species A and B, we obtain

Keq =
{B}
{A} , (7.3.95)

where Keq is the equilibrium constant, defined as

Keq = Keq(p, T ) ≡ exp
{

− (μoB − μoA)
RT

}

. (7.3.96)

Let pB denote the vapor pressure of species B. To understand the meaning of
vapor pressure, we consider a closed container partly filled by a liquid. The
other part is filled only by the vapor of that liquid. Under equilibrium condi-
tions, the rate of evaporation and that of condensation are equal. Under such
conditions, the vapor is said to be saturated, and the pressure in the gaseous
phase (= vapor) is called ‘vapor pressure’. The saturated vapor pressure is
a function of the temperature. If the container is open to the air, then the
vapor pressure is seen as a partial pressure (of the air), along with the other
constituents of the air.

If a gas is close to being an ideal gas, then

Keq(p, T ) =
pB

{A} . (7.3.97)

In most cases, we may assume that Keq is primarily a function of T only, i.e.,
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Keq(T ) =
pB

{A} . (7.3.98)

For a gas that is close to an ideal one, we have pB ≈ nBpg, so that this
equation implies that

Keq(T )/pg = nB/ {A} . (7.3.99)

If an α-phase is a dilute solution, then {A} ≈ m̂A ≈ nAρ̂α, where nA is the
mole fraction and ρ̂α is the molar density of the α-phase. From (7.3.98), we
then have

K̂eq(T ) = pB/nA, (7.3.100)

where we define K̂eq(T ) ≡ Keq(T )ρ̂α. Also, from (7.3.99), we have

K̂eq(T )/pg = nB/nA. (7.3.101)

Equation (7.3.100) is another form of Henry’s law, (7.2.16), used particularly
when applied to a species B that, at the pressure and temperature of interest,
exists only in its pure state as a gas. It states that, at equilibrium, the mole
fraction of a dissolved gas species is proportional to its vapor

If a species A in an α-phase can exist at temperature T , as its mole frac-
tion in the phase tends to one, nA → 1, then it follows from (7.3.100) that
K̂eq(T ) = pA

sat(T ). Here, pA
sat(T ) is the saturated vapor pressure, which is de-

fined as the vapor pressure in the presence of a non-gaseous phase consisting
only of species A. Therefore, in this case, we have

pA
sat(T ) = pB/nA, (7.3.102)

and
pA
sat(T )/pg = nB/nA. (7.3.103)

The first equation, (7.3.102), states that the vapor pressure of a volatile
species is equal to the saturated vapor pressure times the mole fraction of
the species dissolved in the liquid solution that is in contact with its vapor.
This relationship is called Raoult’s law.

Consider a contaminant, say a VOC (= volatile organic compound), in
the unsaturated domain, in which the void space is occupied by two fluid
phases: a gas, g, and a liquid, �, say, an aqueous phase, at saturations Sg
and S�, respectively. Let the considered contaminant be denoted by the su-
perscript v. The VOC is present as (1) a vapor in the gaseous phase at the
concentration cvg , (2) a solute (= dissolved component) in the aqueous liquid,
at concentration cv� . No ‘free product’ (i.e., no liquid VOC) is present in the
void space.

From (7.3.94) and (7.3.91), we can develop another form of Henry’s law
(e.g., Chang and Cruickshank, 2003)

H ≡ Hvg,� =
cvg
cv�
, (7.3.104)
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where we recall that cv denotes mass concentration (= mass of the solute per
volume of gaseous or liquid phase). Altogether, Henry’s law expresses fluid
to fluid partitioning, or volatilization, of a chemical species between a liquid
under conditions of equilibrium, in which the species appears as a solute, and
a gas, where the species appears as a vapor.

7.3.6 Nonequilibrium reactions

Under practical circumstances, the rates of many reactions are fast relative to
the time required for liquids and dissolved chemical species to travel through
an REV, so that local (chemical) equilibrium (or approximately so, in terms
of macroscopic variables) may be assumed to prevail. Under such conditions,
the system’s behavior may be described, with sufficient accuracy, by using
thermodynamic relationships. However, in general, it should be recognized
that reaction rates are finite and that these relationships do not always hold.
This is the topic of the next subsection.

A. Elements of Chemical kinetics

Under nonequilibrium conditions, we have to introduce appropriate expres-
sions for the rate of production, or disappearance, of every species in the
system that is involved in a chemical reaction. As explained in Subs. 7.3.2A,
these rates are, in turn, related to the rates of the reactions. Let us first
consider a liquid phase in a well-mixed isolated system that is closed to the
transfer of mass from the outside, and is kept at constant temperature and
pressure. A well-mixed beaker of liquid may serve as an example. Only ho-
mogeneous reactions are considered. In such a closed system, the microscopic
balance equation of a γ-species in the liquid phase (density ρ) is given by

dcγ

dt
= ρΓ γ . (7.3.105)

From (7.3.47), it follows that the source term, ρΓ γ , may be expressed as

ρΓ γ =
∑

(j)

dcγ

dt

∣

∣

∣

∣

jth homchem react

= Mγ
∑

(j)

νγj Rr,j . (7.3.106)

Therefore, the following system of ordinary differential equations

dcγ

dt
= Mγ

∑

(j)

νγj Rr,j, (7.3.107)

must be solved for the cγ ’s, where the Rr,j’s must be known functions of the
concentrations. The initial concentrations must also be specified. Often, the
reaction rates, Rr,j’s, are functions of concentration, expressed in some molar
unit such as moles per unit volume of liquid. In the latter case, it is more
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convenient to write the system of differential equations in the form:

d [γ]
dt

=
∑

(j)

νγj Rr,j . (7.3.108)

As an example, consider the following simple reaction:

A k−→ B, (7.3.109)

with species A obeying a first-order reaction, RA
r = −kcA, where k denotes a

first-order rate constant. We then have

dcA

dt
= MARA

r = νAMARr = −MAkcA,

dcB

dt
= MBRB

r = νBMBRr = MBkcA, (7.3.110)

where νA = −1 and νB = 1.
When the reaction is reversible, we have the following forward and reverse

reactions:
A kfor−→ B, B krev−→ A. (7.3.111)

Let the forward reaction be first-order and the reverse reaction be second-
order, i.e.,

Rr,for = k for c
A, Rr,rev = krev(cB)2. (7.3.112)

Then, the resulting system of balance equations is

dcA

dt
= MA(νA

forRr,for + νA
revRr,rev) = MA(−k for c

A + krev(cB)2),

dcB

dt
= MB(νB

forRr,for + νB
revRr,rev) = MB(k for c

A − krev(cB)2).

(7.3.113)

B. Chemical kinetics at the macroscopic level

We need expressions for kinetic chemical reactions in porous media, i.e., at
the macroscopic level. From (7.3.47), it follows that the macroscopic source
term of a γ-species in a liquid α-phase is given by

θαραΓ γ
α

= θαM
γ
∑

(j)

νγj Rr,j,hom
α
, (7.3.114)

where Rr,j,hom
α

denotes the volume-averaged rate of the jth homogeneous
reaction. This term serves as a source due to homogeneous reactions in the
mass balance equation of the γ-species. We shall assume that macroscopic
rate laws for all homogeneous reactions in the α-phase are known functions of
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the macroscopic concentrations cλ
α

in that phase, with λ denoting all species
in the α-phase that participate in the reaction.

C. Interphase exchange at the macroscopic level

Next we consider sources due to heterogeneous reactions, i.e., due to inter-
phase transfers. Let Sαβ denote the interface between an α and a β-phase.
Consider a γ-species in the α-phase that is involved in a heterogeneous re-
action, which is occurring either within or along one of the sides of Sαβ . A
flux of γ-species passing through the α-face of Sαβ will result from the re-
action. The corresponding specific flux, in units of moles per unit time per
unit interfacial area, will be denoted by Rγheter. If the reaction occurs almost
instantaneously, compared to the other relevant time scales for transport of
the γ-species, then the flux of the species will be equal to its reaction rate
per unit interfacial surface area. In what follows, we shall assume that this
equivalence holds.

The rate of the reaction per unit interfacial surface area, Rheter, is given
by

Rheter =
Rγheter

νγ
. (7.3.115)

The total mass flux Rγheter of a γ-species due to all heterogeneous reactions
from Sαβ is given by

Rγheter,αβ = Mγ
∑

(j)

νγj Rheter,j , (7.3.116)

where Rheter,j is the reaction rate of the jth heterogeneous reaction on Sαβ
that involves species in the α-phase.

The term fγα→β appearing in (7.2.21) for a γ-species is the rate of mass
per unit volume of porous medium that leaves the α-phase and reacts at the
interface with another phase, β. It is, therefore, the total rate at which a
γ-species reacts in all heterogeneous reactions between the α and β-phases.
Thus, we have

fγα→β =
1
Uo

∑

(j)

∫

Sαβ

Rγheter,j dS = (Σαβ)Mγ
∑

(j)

νγj

︷ ︸

Rheter,j

αβ

, (7.3.117)

where
︷ ︸

Rheter,j

αβ

is the reaction rate of the jth heterogeneous chemical re-
action, surface-averaged over the portion of the interface, within the REV,
of specific surface (Σαβ), and νγj is the stoichiometric coefficient of the γ-
species in the reaction. Note that fγα→β is also the exchange between phases
due to advection and diffusion, defined by (7.2.21). Usually, fγα→β will be ex-
pressed as some function of macroscopic quantities, which must be assigned
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to (7.3.117), resulting in an equation that must be satisfied, in addition to
the relevant balance equations.

In order to understand the nature of heterogeneous liquid-liquid or liquid-
solid reactions, and the expressions that describe such reactions (actually,
interphase transfers), it is convenient to visualize two thin film regions that
exist in the α and β-phases next to and on both sides of the Sαβ-interface.
The term ‘film’ is used here to denote a thin layer that is a subregion of the
phase itself, but is not a separate entity, as, for example, is a film of water on
a solid. We may then associate with each point x′ on the interface, a micro-
scopic concentration, c�λ(x′), for any λ-species, defined as the concentration,
cλ, in the film region of the α-phase immediately next to x′. The macroscopic

quantity
︷ ︸

c�λ
αβ

, defines the average of c�λ over Sαβ . When considering het-
erogeneous reactions whose rates depend only on conditions right next to the
interface, i.e., in the film layer, it is reasonable to assume that the reaction
rate of the heterogeneous reactions can be described by

︷ ︸

Rrj′,het

αβ

= Frj′,het(
︷ ︸

c�λ
αβ

), (7.3.118)

where λ stands for all species in the α and β-phases that are involved in the
reaction; and Frj′,het represents a functional relationship.

Next, we assume that the fγα→β’s have the following known functional
dependence:

fγα→β = fγα→β(cλ
α
,
︷ ︸

c�λ
αβ

, Σαβ , θα, θβ). (7.3.119)

D. Nonequilibrium fluid-to-fluid mass transfer

Let us consider the case of mass transfer between two fluid phases, resulting
from a heterogeneous reaction across their common interface. The dissolution
of a hydrocarbon species in water, or the volatilization of a species dissolved
in a NAPL into a vapor in the gas phase, may serve as examples. Partition-
ing at the interface is assumed to occur almost instantaneously; this means
that chemical equilibrium is always assumed there. For the sake of simplicity,
let us assume that no reactions occur within the fluid phases. However, non-
equilibrium conditions in the phases may exist in the form of concentration
gradients and movement of species. Interphase mass transfer rates are, there-
fore, controlled by diffusive and advective transport of species from within
each fluid phase to the interface.

Suppose we consider the transformation between a species in a gas phase
(g) and a species in a liquid phase (�), resulting in the exchange of a compo-
nent between the two phases, primarily through diffusion. In the macroscopic
balance equation of a γ-species in an α-phase (α = g, �), the term fγα→β de-
fined by (7.2.21), expresses the exchange. However, we need to specify the
actual functional dependence indicated by (7.3.119). We also require that the
fluxes at the interface satisfy the equality
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fγα→β = −fλβ→α. (7.3.120)

The superscript λ in the above equation denotes the species as the relevant
component in the β-phase.

As stated earlier, heterogeneous reactions result in mass transfer between
adjacent phases across their common interface. When such a reaction is at
equilibrium, a relationship exists between the concentrations on both sides
of the interface. It has the functional form:

gαβ(
︷ ︸

c�γ
αβ

,
︷ ︸

c�λ
αβ

) = 0. (7.3.121)

An example is Raoult’s law (e.g., Chang and Cruickshank, 2003) which can
be expressed in the form:

︷ ︸

c�γ
αβ

= Kγλ
︷ ︸

c�λ
αβ

. (7.3.122)

As mentioned earlier, two ‘films’ are associated with the gas-liquid interface:
a ‘gas film’ on the gas side, and a ‘liquid film’ on the liquid side. The transfer
of a chemical component from the gaseous phase (in which it exists as a com-
ponent) to be dissolved in the liquid phase, and vice versa, may be visualized
as made up of several steps:

• transport of the component from the bulk gaseous phase to the surface of
the ‘gas film’,

• diffusion through the gas film,
• diffusion through the ‘liquid film’,
• transport into the bulk liquid.

A characteristic time is associated with each step. The characteristic time
of the entire process is determined by the slowest process. This will be the
‘rate limiting step’ for the entire transfer process. Usually, diffusion through
the liquid phase is the ‘rate limiting step’. There would be an additional step
if the actual reaction would take place on the interface itself. However, here
we have assumed that the heterogeneous reaction is an equilibrium one.

In Subs. 7.7, we shall discuss the conditions that justify the assumption
of equilibrium for a heterogeneous reaction in an REV. The conditions were
expressed in terms of the Strouhal, Peclet, and Damköhler numbers, using a
characteristic length �α that is equal to the local volume-to-surface-area ratio
of the phase. If conditions (7.3.6) and (7.3.7), based on these numbers, are
satisfied, then the reaction at the interface is fast enough so that it may be
considered to be in equilibrium. However, it is still possible that conditions
(7.3.4) or (7.3.5) do not hold, because advection might dominate over diffu-
sion, or diffusion could take place slowly. In such a case, we need expressions
for the rate of interphase mass transfer. Usually such expressions are derived
empirically.
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x′

α-phase β-phase

c*γ (x’−) c*λ (x’+)

Figure 7.3.1: Diffusion at an interface (not drawn to scale).

The mechanism that drives the transfer (in an effort to bring the system
closer to equilibrium) is the difference in concentration across the interface
(rigorously, the difference in chemical potentials), visualized as a thin film.
Therefore, the rate of transfer, fγα→β , of the mass of a γ-species from an α-
phase to an adjacent β-phase across the interface Sαβ is very often assumed to
be proportional to the difference in concentration of that component between
the two phases. According to Fick’s law, this difference acts as a driving force
for the transfer of mass. In other words, the rate of mass transfer is commonly
described by a first-order mass transfer relationship of the form (Fig. 7.3.1):

fγα→β = α�γα
(

︷ ︸

c�γ
αβ

− cγ
α)
. (7.3.123)

Similarly, for the transfer from the β-phase, we have

fλβ→α = α�λβ
(

︷ ︸

c�λ
αβ

− cλ
β)
. (7.3.124)

Here, α�γα and α�λβ are mass transfer coefficients, which, in general, must be
determined experimentally for the specific conditions of interest.

Next, we derive an empirical relation which provides an estimate of the
mass transfer coefficient. Suppose that diffusion dominates over advection,
that is, (7.3.4) holds for both phases. Then, the diffusive flux of the γ-species,
jγ · nα, through the interface is approximated by

jγ · nα = −Dγ(
︷ ︸

c�γ
αβ

− cγ
α)
/Δα, (7.3.125)

where Dγ is the coefficient of molecular diffusion of the γ-species in the α-
phase, and Δα is the length characterizing the mean size of the phase (e.g.,
Δα = �α). One may think of this length as representing the thickness of the
assumed ‘film’ (or ‘films’ of the two liquid phases) representing the interface,
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plus the typical distance which the component has to diffuse within the bulk
of each fluid. Substituting (7.3.125) into (7.2.22), we obtain

fγα→β = (Σαβ)Dγ
(

︷ ︸

c�γ
αβ

− cγ
α)
/Δα. (7.3.126)

Thus, the mass transfer coefficient in this case, given by α�γα = (Σαβ)Dγα/Δα,
is seen to increase with the specific interfacial area of the phase and with the
molecular diffusivity of the considered species. Also, note that the transfer
coefficient depends on the volumetric fraction of the phase. Similarly, for the
transfer in the β-phase, we have

fλβ→α = (Σαβ)Dλ
(

︷ ︸

c�λ
αβ

− cλ
β)
/Δβ . (7.3.127)

By substituting (7.3.126) and (7.3.127) into (7.3.120), and using (7.3.122), it

is possible to eliminate
︷ ︸

c�γ
αβ

and
︷ ︸

c�λ
αβ

from these equations. The resulting
expression for the transfer terms is

fγα→β = −fλβ→α =
Σαβ

Δα/Dγ +KγλΔβ/Dλ
(

Kγλcλβ − cγ
α
)

. (7.3.128)

The approximation used for (7.3.125) essentially assumes that the concentra-
tion within a phase varies, more or less, linearly with the distance from the
interface. Such a situation may be expected to hold for a diffusion-dominated
system under quasi-steady conditions. However, if the system is dominated
by advection, i.e., if (7.3.4) does not hold, then the concentration profile,
and, hence, the resulting mass transfer coefficients, will depend also on the
magnitude of the mean fluid velocity.

Although we have used the concentration, cγ , in the above formal deriva-
tions, we could have used the mass fraction ωγ (= cγ/ρα) instead. The latter
must be used when there are significant density variations in the fluid phase,
which is often the case for a gas phase. The reason is that the diffusive flux
used to obtain (7.3.125), as an approximation, is proportional to the mass
fraction and not to the concentration.

E. Fluid-to-solid mass transfer

Next, we consider adsorption/desorption, i.e., the transfer of a component
from a fluid to the surface of a solid (and, in a reversible case, also back to
the fluid). Let γ and δ denote the component dissolved in the fluid phase and
the component in its adsorbed state, respectively. As before, we visualize a
thin film of fluid at the interface between the fluid and the solid. The mean

concentration of the film is denoted by
︷ ︸

c�γ
αs

. The surface of the solid is
visualized as being populated by possible discrete adsorption sites for the
species. We use the term mole fraction, nδ, a macroscopic intensive quantity,
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for the ratio of the number of moles of occupied sites to the number of
moles of all possible sites. Under nonequilibrium conditions, the transfer of a
component (at the macroscopic level) from the fluid to the surface of the solid
(and, in a reversible case, also back to the fluid) varies with time, according

to some macroscopic reaction rate law that is a function of
︷ ︸

c�γ
αs

, and nδ.
Let ρ̂δs denote the number of adsorbed moles per unit surface area of the

solid, andM δ denote the molecular mass of the adsorbed species (= molecular
mass of the component). For a first-order reaction rate law, the macroscopic
mass balance equation for the adsorbed species is given by

M δρ̂δs(Σαs)
dnδ

dt
= k1

︷ ︸

c�γ
αs

− k2n
δ, (7.3.129)

where k1 and k2 are first-order rate constants. The quantity F δ, defined as
the mass of adsorbed species per unit mass of solid, is often used instead
of nδ, with ρbF

δ = M δρ̂δs(Σαsn
δ). To be consistent with the discussion in

previous subsections, we drop the superscript δ, and write

fγα→s ≡ −ρb
dF

dt
= krF − kf

︷ ︸

c�γ
αs

, (7.3.130)

where the coefficients kf (dims. T−1) and kr (dims. ML−3T−1) are related
to k1 and k2. We note that at equilibrium, dF/dt = 0. This leads to F =
(kf/kr)cγ

α, i.e., Kd = (kf/kr).
One simple model that has been suggested is to visualize a thin film on the

interface between the solid surface and the bulk liquid. Molecular diffusion
takes place through this film, with the driving force proportional to the dif-
ference in concentration across it, or to some function of both concentrations.
The characteristic time of this diffusion may be much longer than that of the
reactions on the solid surface. The rate of transfer is then expressed by an
equation similar to (7.3.123), i.e.,

fγα→s = α�γ
(

︷ ︸

c�γ
αs

− cγ
α
)

, (7.3.131)

where α�γ is a mass transfer coefficient. Here,
︷ ︸

c�γ
αs

is the average concen-
tration in the film; it can be eliminated by equating the right-hand sides of
(7.3.130) and (7.3.131), resulting in the expression:

fγα→s =
α�γ

α�γ + kf
(krF − kf cγ

α). (7.3.132)

Some other examples of empirical equations for the rate of nonequilibrium
adsorption are:

fγα→s = α�γ
(

k20cγ
α + k21 − F

)

,
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fγα→s = α�γ
(

k22cγ
α

1 + k23cγ
α − F

)

,

fγα→s = α�γ
(

k24

(

cγ
α)k25 − F

)

, (7.3.133)

in which the various k’s are experimentally determined coefficients. Note that
many of these relationships have the form:

fγα→s = α�γ
(

Fequil(cγ
α)− F

)

, (7.3.134)

in which Fequil

(

cγ
α) denotes the value of F when the solid is in equilibrium

with the fluid at concentration cγ
α.

Various authors (e.g., Selim et al., 1976; Rao et al., 1979; Rao and David-
son, 1980; Jury, 1983; van Genuchten and Dalton, 1986; Parker and Valocchi,
1986) suggested two-site equilibrium-kinetic models in which the assumption
is made that the total number of sorption sites on the solid surface is made
up of two parts. On one part, a fraction p of the total surface area, adsorp-
tion is assumed to be instantaneous, so that equilibrium is always assumed
to prevail. On the other, a fraction 1− p of the total area, kinetic conditions
prevail, so that adsorption is assumed to be time dependent. Together, we
have

F = Feq + Fkin, (7.3.135)

where Feq and Fkin represent the mass of adsorbate on the first and second
type sites, respectively, per unit mass of solid. We shall assume that for the
first type of sites, the linear equilibrium isotherm is applicable, viz.,

Feq = pKd cγ
α
. (7.3.136)

For sites of the second type—the kinetic, nonequilibrium sites—we use the
linear reversible rate equation:

ρb
dFkin

dt

∣

∣

∣

∣

ads

= k13[(1 − p)Kd cγ
α − Fkin], (7.3.137)

in which k13 is a first-order rate coefficient. An example of a balance equation
in which this model is employed is given in Subs. 7.3.2B.

Some authors, e.g., Brusseau et al. (1992), considered two-site kinetic sorp-
tion models. In such models, the entire number of available sites on the solid
are, again, divided into two parts. However, in both parts the sorption pro-
cess is under non-equilibrium conditions, but with different coefficients. One
may also consider two-site equilibrium sorption models.

F. Solid matrix dissolution

The solid matrix itself (e.g., carbonate rocks) may dissolve in water (see
Subs. 7.3.5). It is also possible that the solid matrix comprising the aquifer is
composed of a number of minerals, each with its own dissolution properties.



Sources and Sinks 421

Thus, it is possible that the dissolution of a specific mineral takes place over
only part of the (fluid-solid) interface, while the precipitation of that mineral
may occur over the entire surface. This is another example of fluid-to-solid
mass transfer.

We shall demonstrate this case by using a rather simplified model of sat-
urated flow and a solid matrix comprised of a single dissolvable mineral. It
is usually assumed that next to the solid surface there exists (always) a very
thin layer of water saturated by the dissolved mineral, say, at concentration
csat. It is also assumed that the force that drives the flux of the dissolved
mineral from this layer to the bulk fluid in the void space, at concentration
c, is expressed as

fs→f = αsfΣsf (csat − c), (7.3.138)

where αsf is a transfer coefficient, and Σsf , a function of the porosity φ, is
the specific surface area of the solid. The mass balance for the mineral species
in solution is:

∂φc

∂t
= −∇·φ(cV −Dh · ∇c) + fs→f , (7.3.139)

in which the velocity is described by the appropriate flow model.
As a result of dissolution, the solid’s mass decreases. With ρs denoting the

solid’s density, the mass balance for the solid phase takes the form:

ρs
∂φs
∂t

= −fs→f , φs = 1− φ. (7.3.140)

Altogether, we have two variables: c and φ to solve for, and two mass balance
equations: for the dissolved species and for the mass of the solid. The flow in
the void space is described by the usual flow model, except that here we may
want to take into account the change in porosity as dissolution progresses
(and, hence, also of permeability and specific surface area).

A similar model can be applied to the case where the mineral is exposed
only over part of the solid-fluid interface.

G. Intragranular adsorption and exchange

Sometimes, the solid comprising the solid matrix is porous. The porous
medium has, then, a primary pore space outside of the solid matrix and
a secondary pore space, with much smaller pores, inside it. The term ‘double
porosity medium’ is often employed to describe such a material. An exam-
ple is a porous material whose solid matrix consists of porous grains that
were formed from the consolidation of smaller granules. A fractured porous
rock, comprised of blocks of porous rock surrounded by fractures, may serve
as another example. The fractures may be conceptualized as comprising the
primary porosity, while the void space in the porous rock blocks represent the
secondary pore space. In the present chapter, our interest in double porosity
models stems from the fact that a significant portion of the material dissolved
in the fluid can be adsorbed onto the solid surfaces that are inside the porous
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solid matrix, because of its extremely large specific surface area. This large
surface area increases the exchange of dissolved material between the solid
and the fluid. These attributes are also important in non-geologic settings.
As an example, consider a container of activated carbon pellets that is often
used for filtering gases. The pellets are porous, with very small pores. Large
amounts of unwanted vapors can be adsorbed onto the internal surface of the
porous carbon pellets. In many chemical plants, beds of porous pellets, made
of catalytic material, are used to accelerate a desired reaction (Satterfield,
1991).

H. Double porosity porous medium

Double porosity porous medium domain is a term used to describe a porous
medium in which the solid matrix is porous. In such a medium, the void space
is composed of two parts: the (intragranular) void space inside the grains (or
solid matrix), and the (intergranular) void space between the grains. The
pores in the former are much smaller than those in the latter. A porous
medium of this kind is, often, modeled as composed of two overlapping con-
tinua: one made of the void space with large pores, and the other made only
of the void space with the smaller ones. An example is a porous material
whose solid matrix consists of porous grains that were formed from the con-
solidation of smaller granules. A fractured porous rock, comprised of blocks
of porous rock surrounded by fractures, may serve as another example. Thus,
a (macroscopic) point in space belongs, simultaneously, to both continua.
Mass of fluid phases and contaminants may be transported within each of
the two continua, while being exchanged between them. When modeling the
mass transport of a fluid phase, each continuum is assumed to have its own
fluid pressure, temperature, concentration, and velocity fields. A difference in
pressure (at a macroscopic point) between the two continua, will cause fluid
mass to be transferred from high to low pressure. The rate of mass transfer
may be expressed as a transfer coefficient times the pressure difference (e.g.,
Barenblatt et al., 1960).

Because of the very small size of the pores within the porous solid, the
permeability of that continuum is often assumed to be negligible, as compared
to that of the larger pores, and the fluid occupying this very low permeability
continuum is, usually, assumed to be immobile. However, contaminants may
diffuse through the immobile fluid. The process in which a species present in
the fluid occupying the void space enters a porous solid by diffusion (and is
adsorbed onto its large internal surface area) is referred to as absorption (see
discussion on HK-LK models in Subs. 7.5.2).

Let us consider a γ-species that is present in both the large pores (filled
with mobile water and denoted by m) and the smaller pore (filled with im-
mobile water and denoted by im). The macroscopic mass balance equation
for a γ-species in the large pores is
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∂φmcγ
m

∂t
= −∇ · φm

(

cγ
mV

m
+ c̊γV̊

m

+ jγ
m)− fγim→m, (7.3.141)

where fγim→m expresses the transfer of γ from the immobile to the mobile
water. The mass balance equation for the species in the smaller pore space,
including the amount adsorbed on the inner solid surfaces, is

d

dt

(

φimcγ
im + ρb,imK

γ
d c
γim

)

= fγim→m, (7.3.142)

where linear equilibrium adsorption is assumed. In the model considered here,
we also assume that diffusion in the immobile water is neglected, except
for the diffusion to and from the Sm,im interface. Note that φim is not the
porosity of the matrix, but the ratio of the volume of void space in the matrix
to the total volume of the porous medium, so that φ = φm + φim.

Similar to the expression in (7.2.22), the transfer source term is given by

fγim→m = − 1
Uo

∫

Sim,m

jγim · nim dS, (7.3.143)

where Sim,m denotes the interface between the mobile and immobile water.
The mobile water is assumed to be well-mixed within the REV at each con-
sidered point, so that the mean concentration on Sim,m is equal to that in
the mobile water. We then make the following approximation:

jγim · nim = −Dγ(cγm − cγ
im)/Δim, (7.3.144)

where Δim is the mean distance over which diffusion occurs from inside the
matrix to the interface Sim,m. It is related to the mean radius of the matrix
grains or blocks, �im, by the tortuosity, τim, of the pore space in the matrix:

�im = τimΔim. (7.3.145)

By substituting (7.3.144) into (7.3.143), we obtain

fγim→m = τimφim(Σ′)Dγ(cγm − cγ
im)/�im, (7.3.146)

where we assumed that
Σim,m = φimΣ

′, (7.3.147)

in which Σ′ is the specific area of the interface surrounding the porous solid
grains, or porous blocks, within an REV. Equations (7.3.141) and (7.3.142),
together with (7.3.146), form a set of equations from which one can solve for
the unknown variables, cγm and cγ

im.
Equation (7.3.144) is valid only if the (microscopic) concentration profile

in the void space of the matrix is approximately linear with respect to some
path length within the pore space, as we proceed from the boundary between
the immobile and mobile water to some point in the interior of the pore space
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of the matrix. The linear approximation, in turn, is valid under quasi-steady
conditions and in the absence of chemical reactions. The characteristic time,
tc,diff , required for reaching quasi-steady conditions by diffusion, is given by

tc,diff = Δ2
im/Dγ . (7.3.148)

Therefore, the above model is accurate only for resolving (macroscopic) con-
centration changes that occur over times that are much greater than tc,diff .
If the grains or blocks that comprise the matrix are very large, then this
characteristic time will be so large that predictions based on this model will
be erroneous. If we envision a sharp concentration front in the mobile wa-
ter traveling at some velocity V , it follows that there exists a zone of width
Lc = tc,diffV in which the matrix is undergoing transition to quasi-steady
conditions. This zone is not modeled accurately because of the assumption
of a linear concentration profile in the matrix. Therefore, only predictions of
spatial gradients in the (macroscopic) concentration over distances that are
much greater than Lc are valid. If the matrix is very large, then this distance
can be so large that, again, the results will be meaningless.

7.3.7 Biotransformations

This is an important subject. However, within the scope of this book, only a
brief, partial review is presented.

A. What is biotransformation

Biodegradation and biotransformation are terms used for processes in which
a chemical species in solution, or adsorbed on the solid, is transformed by
biochemical reactions into other products. The latter may be more toxic
than the reactants, or less harmful. In recent years, the subject of natural
and artificially-enhanced biotransformations has attracted much attention as
more and more efforts have been made to develop in situ biotransformation-
based techniques for the removal of contaminants from the subsurface, or to
transform them into less harmful products. The term bioremediation is often
used for remediation techniques based on biotransformations.

On the other hand, ‘natural attenuation’ is a term used for describing
the combined physical, chemical and biological processes (e.g., dispersion,
adsorption, volatilization, chemical reactions, and biotransformation) that
reduce the mass (and also the mobility and toxicity) of a pollutant as it
travels in the subsurface to permissible levels, without human intervention.

Under natural conditions, microorganisms of various kinds (such as bac-
teria, fungi, yeasts, protozoa) are always present in the soil, either as bodies
suspended in the aqueous phase, or as a thin layer, usually referred to as
biofilm, on the solid surface. This subsection introduces the biochemical re-
actions that are based on the activity of these subsurface microorganisms.
Biochemical reactions serve as the basis for bioremediation techniques.
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The goal of biodegradation of organic contaminants, e.g., NAPLs, is to
convert them to biomass (= mass of microorganisms), water, inorganic salts,
CO2, and other harmless gases. The transformation of hydrocarbons to CO2

and H2O by indigenous microorganisms may serve as an example. For inor-
ganic contaminants, the goals are to transform them into products that are
less toxic, and/or have lower mobility, so that they do not travel very far, or
to make them more mobile, so that they can be easily removed.

The actual process of biotransformation is the result of a chemical reac-
tion, or a set of reactions, in which a contaminant interacts with organic
compounds produced by microorganisms. In many cases, these compounds
are enzymes, which are organic catalysts, usually, proteins. A catalyst is a
compound that is used to increase the rate of a reaction, without being con-
sumed in the process and without changing the equilibrium of the reaction.
In the case considered here, the enzyme accelerates the conversion of a con-
taminant into harmless products.

In order for biodegradation of a contaminant at a site to proceed, the
following conditions must be met:

• Appropriate microorganisms must be present in a sufficient quantity in the
formation. Otherwise, it may be necessary to artificially introduce special
microorganisms that have been grown in a laboratory.

• The contaminant must be accessible to the microorganisms. If the reactive
bonds of the contaminant molecules are attached to the solid surface, then
the contaminant cannot be degraded by the microorganisms. The contam-
inant may not be able to react because it cannot pass through the outer
membrane of the microorganism’s cell in order to come into contact with
the enzyme inside the cell.

• The physical, chemical, and thermal environment must be conducive to
the survival of the microorganisms.

• An important consideration is the pH of the aqueous solution.
• There must be an adequate supply of nutrients for the microorganisms to

obtain the energy that enables them to live, grow, and produce the chemi-
cals needed for the reactions that transform the contaminant. A substance
which supplies such nutrients is called a substrate.

Respiration is the process in which cells obtain the energy required for
performing cell functions. An electron acceptor is required for respiration to
occur. Aerobic microorganisms dissolve oxygen while serving as an electron
acceptor for respiration. Anaerobic microorganisms use other electron accep-
tors, such as NO−

3 or SO−2
4 , instead of oxygen. Carbon (C) is another nutrient

that is needed for the respiration and biomass building. Certain chemicals,
such as Nitrogen (N), Phosphorus (P), and Sulfur (S), are also necessary
nutrients for cell functioning and growth.

Actually, cell respiration is a chain of oxidation reactions, involving organic
molecules, whose final products are water and carbon dioxide. Electrons are
transferred at each stage in the chain until they reach the final oxidant, or
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terminal electron acceptor, at the end of the chain. Usually, an enzyme, pro-
duced by the cell, is required at each stage in the chain. The importance
of respiration stems from (1) the need for an appropriate terminal electron
acceptor for the survival of the desired microorganisms, and (2) the role that
respiration plays in the transformation of contaminants. The electron donor
at the beginning of the respiration chain is, often (but not always), the con-
taminant itself, as it is being oxidized. In some rare cases, the contaminant
may serve as the terminal electron acceptor. Whether the contaminant is
oxidized or reduced, a specific enzyme produced by the cell is required for
the desired transformation to take place. Enzymes, therefore, have a crucial
role in many biotransformations. Although we have referred to reactions as if
they proceed inside a single type of organism, in many cases, several types of
organisms are involved in the same reaction chain, with the product from re-
actions within one type of organism sequentially feeding into reactions within
other types.

As mentioned earlier, aerobic microorganisms use oxygen as the terminal
electron acceptor for respiration. Biodegradation in the presence of oxygen is
called aerobic biodegradation. Microorganisms that do not use oxygen as the
terminal electron acceptor are called anaerobes, and biodegradation under
such conditions is called anaerobic.

B. Example: Degradation of petroleum hydrocarbons

Subsurface contamination by spilled petroleum hydrocarbons (e.g., gasoline,
diesel, and aviation fuel) and their derivatives (such as alcohols, ketones,
and esters) has been successfully bioremediated at many sites (Atlas and
Bartha, 1992; Venosa et al., 1996; Salanitro et al., 1997; Dojka et al., 1998;
Macnaughton et al., 1999; Gieg et al., 1999; Banat et al., 2000). Because
petroleum hydrocarbons can serve as energy sources, they are readily oxidized
by microorganisms (under the action of enzymes), as part of their respiration
process. They also serve as a source of carbon for cell growth. A terminal
electron acceptor is still required for this degradation process to occur. The
most efficient terminal electron acceptor is oxygen. The following reaction
may serve as an example:

2C6H6 + 15O2 → 12CO2 + 6H2O. (7.3.149)

The availability of electron acceptors in sufficient quantity may act as a limit-
ing factor in the biodegradation of petroleum hydrocarbons. Although oxygen
may be initially available in the vadose zone, it often becomes nearly depleted
before all the hydrocarbon has been consumed. In bioventing, a technology
used for removing contaminants from the vadose zone, air is injected at a
relatively low rate into the vadose zone in order to supply the necessary oxy-
gen (e.g., Hoeppel et al., 1991; Dupont, 1993; Moller, 1996; Lee et al., 2006;
Rayner et al., 2007).
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In another technology, called biosparging, oxygen is introduced by injecting
air below the water table. Another technique is to introduce a chemical,
such as hydrogen peroxide (H2O2), which dissociates into water and oxygen
through the reaction

2H2O2 → 2H2O + O2. (7.3.150)

Hydrogen peroxide has the added benefit of directly oxidizing organic com-
pounds. However, at high concentrations, it can inhibit the activity of mi-
croorganisms. Also, the released oxygen gas in the form of trapped bubbles,
can reduce the permeability to the aqueous phase.

In the absence of oxygen, or when it has been depleted, anaerobic condi-
tions prevail. Nitrate (NO−

3 ), or other oxidized forms of nitrogen, if present,
may serve as electron acceptors for some bacteria. The resulting reaction is

C6H6 + 6H+ + 6NO−
3 → 6CO2 + 3N2 + 6H2O. (7.3.151)

Following the depletion of nitrate, oxidized ferric iron (Fe3+) is consumed
by the bacteria as an electron acceptor. For the biodegradation of hydro-
carbons, next in the sequence of priority as electron acceptors, are sulfates
and methane (e.g., Rifai et al., 1995). In general, base3d on microbiological
considerations, the sequence of preferred electron acceptors under anaerobic
conditions appears to be:

• NO−
3 (the process is called denitrification),

• Fe3+ (iron reduction),
• Mn4+ (manganese reduction),
• SO2−

4 (sulfate reduction),
• CO2 (methanogenesis, produces methane (CH4)).

Besides electron acceptors, other nutrients, such as N, P, and S, can act
as limiting factors for biodegradation, especially in large spills, where a sig-
nificant amount of biological growth must be sustained.

C. Rate of biodegradation

Usually, the biochemical reactions that degrade or transform a contaminant,
take place only within the aqueous phase, whether outside or inside a microor-
ganism. If the transformation occurs within a microorganism, the contami-
nant has to pass through the microorganism’s outer cell membrane before it
can react with an enzyme. In other cases, the transformation may be due to a
reaction occurring with an enzyme on the outer surface of the microorganism.
In some cases, when the contaminant is a growth substrate, microorganisms
may be attracted to higher aqueous concentrations that may exist near the
adsorbed contaminant. Or, if the active microorganisms are attached to the
solid, reactions will be faster near the solid than in the rest of the aque-
ous phase. The contaminant may also react with chemicals released into the
aqueous phase by the microorganisms. In all cases, the reaction is at the
microscopic level; its rate will depend on the local value of the microscopic
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aqueous contaminant concentration. However, as always, we have to employ
some averaging technique in order to derive the required macroscopic level
model.

Practically, it is difficult to experimentally distinguish whether the con-
taminant that is being degraded is adsorbed on the solid surface, or it is
desorbed from the surface and is then degrading in the aqueous phase.

For modeling purpose, we consider the time-variation in the concentration,
c(x, t), of a considered biodegradable contaminant. In the mass balance equa-
tion, which is part of the mathematical model, biodegradation appears as a
sink term that expresses the rate at which the considered species is removed
from the aqueous solution by bio-reactions. For example, in the presence of
both adsorption and biodegradation, the macroscopic mass balance equation
for a biodegrading γ-species contaminant may be rewritten as a special case
of (7.4.8), in the form:

∂

∂t
(θ + ρbK

γ
d ) cγ = −∇ · θ (cγV + J∗γ + Jγdiff) +

dcγpm

dt

∣

∣

∣

∣

bioreact

, (7.3.152)

with cγpm denoting the total mass of the γ-species per unit volume of porous
medium, whether the species is in suspension in the fluid, adsorbed on the
solid, attached to the solid, or just accumulated next to the solid. The last
term of the above equation expresses the rate of growth (source) of the γ-
species. The negative of the last term on the right-hand side expresses the
rate of decrease in the mass of the γ-species (as a consequence of consuming
the contaminant during the process of biodegradation), per unit volume of
porous medium.

D. Michaelis-Menten kinetics

As explained earlier, in most of bioremediation processes, the contaminant
is degraded or transformed through a reaction that requires the presence of
enzymes that are produced by microorganisms. Therefore, let us focus first
on the rate law for a single substrate that reacts in the presence of an enzyme
to form a single product. The rate law for such a reaction was first introduced
by Michaelis and Menten (1913). An important assumption underlying their
rate law is that the substrate is available in sufficient quantity, so that the
quantity of the enzyme, not of the substrate, is limiting the reaction (Bailey
and Ollis, 1986).

The considered reaction takes place in two stages. In the first stage, the
substrate (S) and the enzyme (E) form a complex (ES). This reaction can be
represented as

S + E ⇀↽ ES. (7.3.153)

This reaction is assumed to be reversible and in equilibrium. The mass action
law implies that

1
Km

≡ Keq =
[ES]

[S] [E]
, (7.3.154)
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where 1/Km is equal to the equilibrium constant of the reaction. Note that,
although, like all chemical reactions, the biochemical reactions considered in
this subsection occur at the microscopic level, we assume that they are valid
also at the macroscopic level, i.e., concentrations are averaged over an REV.

In the second stage, the complex ES forms a product (P), while the enzyme,
E, remains unaltered through the catalytic reaction

ES→ P + E. (7.3.155)

This reaction is assumed to be irreversible and to proceed according to a
first-order rate law given by

d[P]
dt

= λm[ES], (7.3.156)

where λm is a rate coefficient. Let [E]tot denote the concentration of the
total amount of enzyme, so that [E]tot ≡ [E] + [ES]. By using (7.3.154), we
obtain [E]tot = [E] (1 + [S]/Km). Therefore, [E] = [E]tot/(1 + [S]/Km). By
substituting this expression into (7.3.154), and solving for [ES], we obtain
[ES] = [E]tot[S]/(Km + [S]). Then, from (7.3.156) and d[S]/dt = −d[P]/dt,
we obtain the rate law for the free substrate in the form:

d[S]
dt

= −λm[E]tot
[S]

Km + [S]

(

= − λmax[S]
Km + [S]

)

, (7.3.157)

where λmax(≡ λm[E]tot) is the maximum reaction rate. The constant Km is
seen to be equal to the concentration of the substrate at which the rate is
equal to one-half of the maximum rate.

For computing the source term, the microscopic balance equation of the
substrate requires an expression for d[S]total/dt, where the total substrate
concentration is given by [S]total = [S] + [ES] + [P]. Under the conditions

[P]� [S], [ES]� [S], (7.3.158)

we obtain d[S]total/dt = d[S]/dt, which allows (7.3.157) to serve as the source
term in the microscopic balance equation of the substrate S. Note that a
factor equal to the molecular mass of the substrate must be present when the
balance equation is expressed in terms of mass.

In some situations, there exists an inhibitor species (I) that competes
with the substrate for the enzyme by forming a complex (EI) according to
the reaction

E + I ⇀↽ EI. (7.3.159)

If the reaction is in equilibrium, then the mass action law gives

1
KI

=
[EI]

[I] [E]
. (7.3.160)
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The total enzyme concentration is given, in this case, by [E]tot ≡ [E]+ [ES]+
[EI] = [E](1 + [S]/Km + [I]/KI). Using (7.3.154) and (7.3.156), and applying
the same type of algebra manipulations that were used above, we obtain

d[S]
dt

= −λm[E]tot
[S]/Km

1 + [S]/Km + [I]/KI

. (7.3.161)

This is the Michaelis-Menten rate law in the presence of an inhibitor. If the
substrate and the inhibitor interact, then the numerator will also contain
terms of the type [S][Ii]/KSIi

.
The rate laws presented here can be easily written in terms of mass con-

centrations instead of molar concentrations. For example, cS = M S[S], where
M S is the molecular mass of the substrate. Thus, (7.3.157) becomes

dcS

dt
= −λ′mcEtot

cS

K ′
m + cS

, (7.3.162)

where cEtot is the mass concentration of the total amount of enzyme, both in
solution and combined with substrate.

At the macroscopic level, the Michaelis-Menten rate law for the source
term on the right-hand side of (7.3.152) becomes

dcSpm

dt

∣

∣

∣

∣

bioreact

= −λ′mcEtot
pm

cS

K ′
m + cS

(

= − λ′maxc
S

K ′
m + cS

)

, (7.3.163)

where it is assumed that (7.3.158) holds. This expression is the desired source
term to be used in the macroscopic balance equation of the substrate. In this
equation, cSpm is the substrate mass per unit volume of porous medium, cEtot

pm

is the total enzyme mass per unit volume of porous medium, and cS is the
macroscopic concentration of the substrate material dissolved in the aqueous
phase (as mass of substrate per unit volume of aqueous phase).

E. Monod kinetics

We derive the Monod rate law for a porous medium as a macroscopic law.
Whereas Michaelis-Menten kinetics is used to describe the degradation of a
contaminant, Monod kinetics describes also the growth of microorganisms.
Since this growth requires enzymatic reactions of substrates, it is, perhaps,
not surprising that the mathematical form of the rate law for the Monod
kinetics is identical to that of Michaelis-Menten kinetics. As mentioned ear-
lier, whenever possible, it is often convenient not to distinguish between the
degradation rate of a contaminant on the solid phase and in the aqueous
phase. Instead, the total rate, dcpm

dt |bioreact, is used in the macroscopic bal-
ance equation (7.3.152).

The critical assumption underlying Monod kinetics is that the rate of
growth of microorganisms is limited by the amount of substrate, which, in
our case, is the contaminant.
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A second assumption is that this growth rate has the following form:

dcorgpm

dt

∣

∣

∣

∣

bioreact

= χmaxc
org
pm

c

c +Ks
, (7.3.164)

in which corgpm is the mass of microorganisms per unit mass of porous medium,
c denotes the aqueous concentration of the substrate, χmax is the maximum
specific growth rate (= maximum attainable growth rate per unit mass of
microorganisms), and Ks is concentration at which the specific growth rate
is equal to one-half of its maximum attainable value.

Finally, we assume that the rate of microorganism growth is proportional
to the rate at which the substrate in the aqueous phase is being consumed,

dcorgpm

dt

∣

∣

∣

∣

bioreact

= −Y dcpm

dt

∣

∣

∣

∣

bioreact

, (7.3.165)

where Y is a constant called the yield.
From (7.3.164) and (7.3.165), we have

dcpm

dt

∣

∣

∣

∣

bioreact

= −χmax

Y
corgpm

c

c+Ks
. (7.3.166)

This equation is the Monod rate law for a contaminant in a porous medium,
assuming that the aqueous phase is well-mixed (within each REV). As noted
earlier, the mathematical form of this rate law is identical to that of the
Michaelis-Menten rate law.

At sufficiently high concentrations, the contaminant, as a substrate, can
sometimes become toxic to the microorganisms and inhibit their growth to
the extent that their growth rate will begin to decrease. A rate equation that
has been used to describe this situation is

dcorgpm

dt

∣

∣

∣

∣

bioreact

= λcorgpm

c

c2/Ki + c +Ks
, (7.3.167)

for constants λ > 0, Ki > 0. Note that the rate decreases to zero when the
concentration becomes large, instead of tending to a constant value as does
the rate expressed by the Monod law. The constant Ki is called the substrate
inhibition constant. For example, Bouwer and McCarthy (1984) present the
Monod rate equation for the case of anaerobic degradation of a hydrocarbon
(HC).

If microorganisms can exist in both a mobile suspended state and an im-
mobile state (for example, they may be attached or have a strong attraction
to the solid), then a balance equation is required for each of these two states.
We also need then an expression for the rate of detachment of immobile
microorganisms that are attached to the solid, e.g., a first-order law in the
form

fim→mob = k1c
im−org − k2c

mob−org, (7.3.168)
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where the coefficients k1 and k2 depend on the macroscopic flow velocity,
the characteristics of the microorganisms, and those of the porous medium.
In practice, in order to account for the apparent upper limit in the mass of
microorganisms that can become immobile on the solid surfaces, these coef-
ficients may depend on the concentration. When the ‘partitioning’ between
the suspended and the attached microorganisms can be assumed to be in
equilibrium, then only one balance equation is needed, instead of the two
balance equations that were described above. That balance equation is then
for the total amount of microorganisms (= immobile + mobile). The equilib-
rium relationship between the concentrations of the mobile and the immobile
microorganisms must be known.

If the biodegradation reaction consumes oxygen that is in limited supply
(rate-limiting), then (7.3.164) is usually multiplied by an appropriate factor
that involves the concentration of the dissolved oxygen gas, cO2 , to give

dcorgpm

dt

∣

∣

∣

∣

bioreact

= χmaxc
org
pm

c

c+Ks

cO2

cO2 +KO2
s
. (7.3.169)

This rate law is an example of dual Monod kinetics. Note that the corre-
sponding degradation rate for the contaminant follows from (7.3.165). The
same kind of factor can be used for electron acceptors other than oxygen.

Raising the temperature of a system usually increases the rate of biodegra-
dation of a contaminant, until some temperature level is reached at which
the biological activity begins to decline. Below this level, a temperature de-
pendent factor, based on the Arrhenius equation, (7.3.58), has been used to
modify the microorganism and substrate reaction rates.

As a rule of thumb, Van’t Hoff’s Rule (Atkins and De Paula, 2006) can be
applied to get an approximate value for the reaction rate at a different temper-
atures, when Arrhenius parameters (Subs. 7.3.2D) are unavailable. This rule
implies that for every rise in temperature of 10◦C, the rate of (bio)chemical
reactions doubles. This rule is applicable only to the temperature range where
the specific microorganism can survive.

7.4 Complete Mathematical Model with Sources

In this section, our objective is to insert specific expressions for the source
terms that appear in (7.2.20).

7.4.1 Balance equations with sources

In the case of adsorption, the term fγα→β , that expresses the rate of interphase
exchange in (7.2.20), takes the form:

(fγα→β ≡)fγα→s =
d(ρbF )
dt

∣

∣

∣

∣

ads

, (7.4.1)
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where ρb (= (1− φ)ρs) denotes the bulk density of the solid matrix.
According to the methodology proposed in Subs. 7.2.2, to eliminate the

rate of interphase exchange, we sum up the balance equations for the compo-
nent in all the phases present in the system. We need, therefore, the macro-
scopic balance equation for the γ-component on the solid phase. We obtain
this equation from (5.1.5), in which the α subscript is replaced by s, θ is re-
placed by θs(≡ 1−φ), and θeα is replaced by θsρsF (≡ ρbF ). We assume that
no flux of γ, whether advective, dispersive, or diffusive, takes place within
the solid phase and/or on its surface, i.e., V

α ≡ Vs = 0, J∗
s = 0, Jγs = 0.

The resulting mass balance for the component on the solid surface, takes the
form:

∂(ρbF )
∂t

= −fγs→α + ρbΓ
γ
s , (7.4.2)

to be compared with (7.2.5).
By summing up the two balance equations for the considered component:

(7.2.20) for the component in the fluid, and (7.4.2) for the component on the
solid, we obtain the mass balance equation for the component in the porous
medium as a whole, in the form:

∂(θc + ρbF )
∂t

= −∇ · θ(cV −D · ∇c−D∗ · ∇c) + θρΓ γ + ρbΓ
γ
s . (7.4.3)

In indicial notation, (7.4.3) takes the form:

∂(θc + ρbF )
∂t

= − ∂

∂xi
θ

(

cVi − Dij
∂c

∂xj
−D∗

ij

∂c

∂xj

)

+ θρΓ γ + ρbΓ
γ
s . (7.4.4)

We have, thus, eliminated the terms that represent the rate of transfer of the
considered component from the fluid phase to the solid and vice versa. Note
that (7.4.3) is valid only for a constant density fluid. Otherwise, the diffusive
flux for a binary system, −D∗ · ∇c, must be replaced by −ρD∗ · ∇ω.

Let us use this opportunity to demonstrate how we include in (7.4.3)
sources that (1) are due to pumping from and injection into an aquifer
(Subs. 7.2.3), (2) are represented by θρΓ γα for the component in the fluid,
and ρbΓ

γ
s for the component on the solid, say, first order decay, with differ-

ent rate constants for the component in the fluid and on the solid, and (3)
are due to radioactive sources (Subs. 7.3.2). With such sources, (7.4.3) takes
the form:

∂(θc + ρbF )
∂t

= − ∇ · θ(cV −D · ∇c−D∗ · ∇c)
− ρb(ks + λ)F − θ(kf + λ)c

+ Σ(m)R
(m)
ext (x(m), t)δ(x− x(m))c(m)

R (x(m), t)

− Σ(r)P
(r)
ext(x

(r), t)δ(x − x(r))c(x, t). (7.4.5)
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In this equation, the source terms for injection and pumping are obtained
from (7.2.31) through (7.2.34). The terms that describe radioactive decay
within the fluid phase and on the solid are obtained from (7.3.59) and (7.3.62),
respectively, while those due to degradation within the fluid phase and on
the solid, are obtained from (7.3.63) and (7.3.64), respectively.

We recall that the mass balance equation for water is (5.1.7). In this equa-
tion, let us (1) use the Dirac delta function, as defined by (5.1.77), to express
point sinks and sources due to pumping and injection wells, and (2) assume
that the fluid is of constant density and that the solid matrix is incompressible
(i.e., ∂φρ/∂t = 0). Under these conditions, (5.1.7) reduces to

∇·q =
∑

(m)

R
(m)
ext (x(m), t)δ(x− x(m))−

∑

(m)

P
(m)
ext (x(m), t)δ(x− x(m)). (7.4.6)

We multiply both sides by c and subtract it from (7.4.5) to obtain:

θ
∂c

∂t
= −θV · ∇c+∇ · (θDh · ∇c)− ∂(ρbF )

∂t
−ρb(ks + λ)F − θ(kf + λ)c

+
∑

(m)

R
(m)
ext (x(m), t)δ(x− x(m))

[

c
(m)
R (x(m), t)− c(x, t)

]

. (7.4.7)

As a general methodology, we summed the balance equations in order to
eliminate the unknown interphase transfer rates. However, the result is that
we have fewer balance equations. Following the discussion in Sec. 7.3.3, let
us assume that the adsorption process is sufficiently fast, so that chemical
equilibrium may be assumed to prevail. This assumption will enable us to
make use of the thermodynamic relationships that express the partitioning
of the component between the solid and the liquid phases. These are the
isotherms considered in Subs. 7.3.3.

Equation (7.4.3) contains the two variables: c(x, t) and F (x, t). Hence,
we now make use of an appropriate isotherm that expresses the relationship
between c and F . For example, if the adsorption of the considered species on
the considered solid calls for the use of the linear Freundlich isotherm (7.3.66),
we obtain from (7.4.3) the mass balance equation for the component in the
porous medium as a whole, in the form:

∂

∂t
(θ + ρbKd) c ≡ ∂

∂t
θRdc = −∇ · θ(cV −D · ∇c−D∗ · ∇c)

+θρΓ γ + ρbΓ
γ
s , (7.4.8)

where Rd (≡ 1 + ρbKd/θ) is the retardation coefficient discussed in Case B
and Case C in Subs. 7.2.1 and in detail in Subs. 7.4.2 below. This equation
involves only the single variable c(x, t), expressing the concentration of the
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component in the liquid phase. In all the above mass balance equations, for
saturated flow, we replace θ by φ.

Once c and F are known, we can determine the desired (instantaneous)
rate of transfer from the fluid to the solid phase, by using the relationship:

fγα→s =
∂(ρbF )
∂t

− ρbΓ
γ
s . (7.4.9)

Actually, (7.4.3) and (7.4.8) contain two additional fluid variables: θ(x, t) and
V(x, t). For a deformable porous medium, θs(= 1−φ) is yet another variable.
Hence, the complete model describing the c(x, t)-distribution, will contain
additional equations which describe fluid flow and solid matrix deformation.

When equilibrium cannot be assumed, we have to express the rate of trans-
fer in both balance equations in terms of an appropriate rate transfer expres-
sion. In principle, this expression will have the form: fγα→s = f(c, F ). For
example, by using (7.3.132), we obtain fγs→α = −k′fc + k′rF , and the model
is written in the form:

∂(θc)
∂t

= −∇ · θ (cV + J∗ + Jγ) + fγs→α + θρΓ γ , (7.4.10)

∂(ρbF )
∂t

= −fγs→α + ρbΓ
γ
s . (7.4.11)

The two equations have to be solved simultaneously for c, F , and fγs→α.
Before leaving this subject, let us consider the case, often referred to as a

‘two-site’ adsorption model. As explained in Subs. 7.3.6E, in such a model,
the assumption is made that the total number of sorption sites on the solid
surface is made up of two parts: on one, a fraction p of the total, adsorption
is assumed to occur instantaneously, so that equilibrium is assumed to pre-
vail always, while on the other, a fraction 1− p, kinetic (or nonequilibrium)
conditions prevail. The corresponding concentrations on the solid are Feq and
Fkin, satisfying (7.3.135).

Using the isotherm (7.3.136), where p is replaced by p∗, to describe equi-
librium adsorption, the balance equation (7.4.3) takes the form:

∂

∂t
(θ + p∗ρbKd) c = −∇ · θ(cV −D · ∇c−D∗ · ∇c)− dρbFkin

dt

∣

∣

∣

∣

ads

+ θρΓ γ + ρbΓ
γ
s , (7.4.12)

in which (dρbFkin/dt)
∣

∣

ads
is expressed by an appropriate rate transfer expres-

sion, say, (7.3.137), rewritten here for convenience in the form:

dρbFkin

dt

∣

∣

∣

∣

ads

= ρbk13 [(1− p∗)Kdc− Fkin] . (7.4.13)

The mass balance equation for the adsorbed component can be rewritten as
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∂

∂t
(p∗ρbKdc + ρbFkin) =

dρbFkin

dt

∣

∣

∣

∣

ads

+ ρbΓ
γ
s . (7.4.14)

Equations (7.4.12), (7.4.14), and (7.4.13) have now to be solved simultane-
ously for c, Fkin, and dρbFkin/dt

∣

∣

ads
.

7.4.2 Retardation

The retardation factor, Rd, has already been mentioned in connection with
the single-cell model presented in Subs. 7.2.1. Let us elaborate on the inter-
pretation of this coefficient.

Consider the case of a liquid that occupies the entire void space, i.e., θ = φ.
We shall assume that (a) no external sources or sinks exists, (b) ρs = constant,
and ∂φ/∂t = 0, i.e., a nondeformable solid matrix, (c) no degradation or
decay phenomena takes place, and (d) the considered component adsorbs to
the solid under conditions of equilibrium, following a linear isotherm, with
Kd > 0 and ∂Kd/∂t = 0. Then, (7.4.8) reduces to the form:

Rdφ
∂c

∂t
= −∇ · φ(cV −D · ∇c−D∗ · ∇c), (7.4.15)

where
Rd ≡ 1 +

ρbKd

φ
(> 1) (7.4.16)

is the retardation factor defined in (7.2.9).
The explanation for the significance of Rd, as presented in the discussion

on the cell-model, was only applicable to a well-mixed system. In order to
see its significance in the case of advective transport of a component, and to
understand its interpretation as a ‘retardation factor’, let us further simplify
(7.4.15). We assume that the porous medium is homogeneous, i.e., ∇Rd = 0.
Then, (7.4.15) may be rewritten as

φ
∂c

∂t
= −∇ · φ

(

c
V
Rd
− Dh

Rd
· ∇c

)

, (7.4.17)

where Dh (= D + D∗) denotes the coefficient of hydrodynamic dispersion.
For comparison, we shall also refer to the case without adsorption, i.e.,

Kd = 0, for which the balance equation (7.4.17) takes the form:

φ
∂c

∂t
= −∇ · φ(cV −Dh · ∇c). (7.4.18)

We note that (7.4.17) and (7.4.18) are similar, except that in the former
equation, the average fluid velocity is replaced by V/Rd, and the coefficient of
hydrodynamic dispersion is replaced by Dh/Rd. We recall that (except when
velocities are very low) the major component comprising Dh is the coefficient
of mechanical dispersion, D, which is proportional to V. Thus, under the
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Figure 7.4.1: Effect of retardation.

assumption of equilibrium adsorption, described by a linear isotherm, the
effect of adsorption is to retard the advance of the component (as part of
it is adsorbed onto the solid). Instead of advancing with the fluid, moving
at a velocity V, the mean movement of the contaminant is at the reduced,
or retarded velocity, V/Rd. At the same time, spreading occurs as if the
coefficient of mechanical dispersion, D, is also reduced by the factor Rd,
along with the coefficient of molecular diffusion in a porous medium, D∗.

In the absence of equilibrium between F and c, the form (7.4.17) is not
valid. However, as long as equilibrium is assumed, even when described by
a nonlinear adsorption isotherm, the phenomenon of retardation still exists.
Although, in order to explain the phenomenon of retardation, we have re-
duced (7.4.3) to the simpler form (7.4.17), this phenomenon exists also in the
more general case where a variety of source terms may exist.

Figure 7.4.1 shows the effect of retardation in the example of a semi-infinite
column. The curves were obtained by an analytical solution. We note that in
the case with adsorption, the point c = 0.5 advances at a speed V/Rd, and
that the curve is steeper, indicating a smaller coefficient of hydrodynamic
dispersion.

In unsaturated flow, with a contaminant that is partitioned between the
liquid phase and the solid according to the linear isotherm (7.3.66), the re-
tardation factor takes the form:

Rd(θ) ≡ 1 +
ρbKd

θ
, (7.4.19)

which now depends on θ(x, t). In employing the isotherm (7.3.66), with the
same Kd as in saturated flow, we have assumed that, due to the thin film of
water (= the wetting-phase) which covers the solid in the air filled portion of
the void space, the entire surface area of the solid provides sites for adsorption.
Otherwise, Kd would be a function of the volumetric fraction, i.e., Kd =
Kd(θ).
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7.4.3 Initial condition and boundary conditions

The solution of any of the mass balance equations presented above for the
concentration of a contaminant, e.g., (7.4.8) with θ → φ, requires initial and
boundary conditions.

In this subsection, we shall continue to consider only the case of a constant
density fluid. The case of modeling flow and transport of a variable density
fluid will be discussed in Subs. 9.3.1 of Chap. 3 that deals with seawater
intrusion.

A. Initial conditions

Initial conditions state the spatial distribution of the state variable, here the
concentration, c, of the chemical species, at some initial time, usually taken
as t = 0:

c(x, 0) = f1(x), (7.4.20)

where f1(x) is a known function.

B. General boundary conditions

The general boundary conditions discussed in Subs. 5.2.2B are valid also here,
with the intensive property eα replaced by the (macroscopic) concentration
c. Briefly, in a solute transport problem, there are two conditions that have
to be satisfied on every boundary segment:

• Continuity in the (macroscopic) concentration across the boundary,

[[ c ]]1,2 = 0, (7.4.21)

where the symbol [[ (..) ]] denotes the jump in (..), and 1 and 2 denote the
two sides of the boundary.

• In the absence of sources and sinks on the boundary, which is the usual
case, there exists continuity of the (normal component of the) flux of the
mass of the chemical species, across the boundary,

[[ φ [c(V − u)−Dh · ∇c] ]]1,2 · n = 0, (7.4.22)

in which the total flux is defined by (7.1.65), and we have taken into
account that the boundary may be moving at a speed u. If sources are
present, the jump is equal to the strength of the sources.

As in the case of fluid mass flux, discussed in Subs. 5.2.2B, since we have
assumed that the boundary is material with respect to the solid matrix, viz.,
(Vs − u)

∣

∣

1
= (Vs − u)

∣

∣

2
= 0, we may rewrite (7.4.22) in the form:

[[ (cqr − θDh · ∇c) ]]1,2 · n = 0, (7.4.23)
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where qr (≡ θ(Vf −Vs)) (= specific discharge relative to the solid) is ex-
pressed by Darcy’s law.

For (7.4.23) to become a condition for c on a boundary segment, the in-
formation on what happens on the external side of the latter (in this case,
the total flux relative to the boundary) must be known as a function of space
and time.

Note that the kind of PDE that expresses the mass balance is such that
only one boundary condition—value of c or of the flux—has to be specified
on every boundary segment. The value of the other condition can be obtained
form the solution.

We recall that to transform the no-jump conditions presented above into
a boundary condition, we must know the value of the concentration or the
flux on the external side of the boundary.

C. Particular cases

When necessary, subscripts 1 and 2 will be used to denote the internal and
external sides of a boundary surface, respectively. The latter is described by
F (x, t) = 0, with a normal unit vector given by n = ∇F/|∇F |.
Boundary of prescribed concentration. When the values of c(x, t) are
imposed as a known function, f2(x, t), at all points of a boundary segment,
B, due to phenomena that take place on the external side of the domain,
independent of what happens within the latter, we employ the boundary
condition

c(x, t) = f2(x, t) on B, (7.4.24)

where c(x, t) denotes the concentration on the internal side of the boundary
and f2(x, t) is the known c on the external side. This is a first type, or Dirichlet
boundary condition.

Boundary of prescribed flux. When phenomena occurring in the external
domain impose a known total flux of the considered component normal to a
boundary segment, B, say, f3(x, t), at all points of the boundary, regardless of
what happens within the domain itself, the condition obtained from (7.4.23)
is

(cqr − φDh · ∇c) · n = f3(x, t) on B. (7.4.25)

Since both c and ∇c appear in (7.4.25), this is a Robin, or third type boundary
condition. When qr = 0, equation (7.4.25) reduces to a Neumann, or second
type boundary condition.

A boundary of special interest is the impervious boundary. For such a
boundary, with f3(x, t) = 0, and qr · n = 0, equation (7.4.25) reduces to

(Dh · ∇c) · n = 0 on B. (7.4.26)

This is a particular case of the Neumann boundary condition.
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For an impervious boundary surface that coincides with the vertical xz-
plane, with Vy = 0, Vx, Vz �= 0, ny = 1, nx, ny = 0, Dhyx = Dhyz = 0,
Dhyy = aTV + D∗, the condition (7.4.26), of zero total flux normal to an
impervious boundary, reduces to

(aTV +D∗)
∂c

∂y
= 0, or

∂c

∂y
= 0. (7.4.27)

Boundary between two porous media. Along such a boundary, discon-
tinuities may exist in all solid matrix characteristics. Here, neither the con-
centration nor the flux is a priori known on the boundary, as each side serves
as an external side to the other one.

Hence, two conditions must be satisfied on such a boundary. The first is
that of no-jump in component concentration, expressed in the form:

c
∣

∣

1
(x, t) = c

∣

∣

2
(x, t) on B. (7.4.28)

The second condition is that of continuity of the normal component of the
total flux of the considered component,

(cqr − φDh · ∇c)
∣

∣

1
· n = (cqr − φDh · ∇c)

∣

∣

2
· n. (7.4.29)

Because qr|1 · n = qr|2 · n, and c|1 = c|2, the above equation reduces to

(φDh · ∇c)
∣

∣

1
· n = (φDh · ∇c)

∣

∣

2
· n. (7.4.30)

To understand the reason for requiring two conditions on such a boundary,
rather than one, we note that the partial differential (balance) equations can-
not be solved for domains with discontinuities in the coefficients. To overcome
this difficulty, we divide the problem domain along the surfaces of disconti-
nuity into subdomains in each of which no discontinuity exists. We write a
complete model for each of these subdomain. Such a model requires that
a boundary condition be specified along the surface of discontinuity (which
now serves as a segment of the boundary of both subdomains). We need one
condition for each side, for a total of two conditions. Because each of these
conditions involves the variables for the two adjacent subdomains, the two
models are coupled, and have to be solved simultaneously.

Boundary with a body of liquid. We consider the boundary between
a porous medium domain (denoted by subscript pm) and a body of liquid
(denoted by subscript �b), assumed to be a ‘well-mixed’ domain, that is, at a
known uniform concentration of the considered component. A large lake and
a river may serve as examples (Fig. 7.4.2).

We assume that the saturated zone is in good hydraulic contact with
the body of liquid, which contains the chemical species at a known uniform
concentration, co. The boundary is assumed to be stationary. The condition
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Figure 7.4.2: Boundary with a body of liquid.

of no-jump in the normal component of the total flux of the considered species
takes the form

(coV)
∣

∣

�b
· n− (cqr + φJγ + φJ∗γ)

∣

∣

pm
· n = 0, (7.4.31)

where φ
∣

∣

�b
= 1. This equation expresses the continuity in the mass flux across

the boundary, of the component in the water, by advection, diffusion and
dispersion. Since the liquid body is assumed to be at a uniform concentration,
only advection takes place in it. The use of qr stems from the assumption
that the boundary is material with respect to the solid matrix. When Vs = 0,
we have qr ≡ q.

Expressing the dispersive and diffusive fluxes in terms of ∇c, we may
rewrite (7.4.31) in the form:

(coV)
∣

∣

�b
· n− (cqr − φDγ

h · ∇c)
∣

∣

pm
· n = 0. (7.4.32)

Consequently, when V
∣

∣

�b
·n = qr ·n = 0, i.e., no advection takes place across

the boundary, the dispersive flux, J∗γ , vanishes, and (7.4.32) reduces to

(D∗γ · ∇c)∣∣
pm
· n = 0. (7.4.33)

This implies that no transport of mass by molecular diffusion takes place
across such a boundary, even when c

∣

∣

pm
�= co. This conclusion is unac-

ceptable. Under the physical conditions of this example, we should expect
transport by molecular diffusion of the component to take place between the
porous medium domain and the adjacent liquid body, as this remains the
only possible mode of transport.
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The error in the conclusion expressed by (7.4.33) stems from the assump-
tion that a ‘well-mixed’ zone exists on the external side of the boundary. This
assumption, in the absence of advection, combined with the sharp boundary
approximation, must yield no mass flux by diffusion across it. In order to
reinstate the diffusive-dispersive flux, which takes place in reality, we intro-
duce the concept of a transition zone, boundary layer, or buffer zone, at the
boundary (Fig. 7.4.2). We may associate the width of this transition zone, Δ,
with the magnitude of an REV, assuming that the abrupt boundary passes
through its midpoint. Instead of the boundary between the body of liquid and
the porous medium, we now consider the boundary between the latter and
the transition zone. Assuming that the sum of dispersive and diffusive fluxes
through the transition zone is proportional to the average concentration gra-
dient, and that the latter is proportional to the concentration difference co−c,
we express the condition of continuity of flux at the boundary by

coV
∣

∣

�b
· n + α�(co − c) = (cqr − φDγ

h · ∇c)
∣

∣

pm
· n, (7.4.34)

where α� is a transfer coefficient, such that α�(co − c) represents the sum of
diffusive and dispersive fluxes through the transition zone.

Since V
∣

∣

�b
· n = qr · n, equation (7.4.34) reduces to

(co − c
∣

∣

pm
)(qr · n + α�) = −φDγ

h · ∇c
∣

∣

pm
· n, (7.4.35)

which now serves as the boundary condition.
In the absence of advection, or when |qr · n| � α�, equation (7.4.35)

reduces to
α�(co − c

∣

∣

pm
) = −φD∗γ · ∇c∣∣

pm
· n. (7.4.36)

We note that if we accept (7.4.35), then co
∣

∣

�b
�= c

∣

∣

pm
on the boundary, i.e., a

jump in concentration takes place on the boundary. This is a consequence of
introducing the transition zone and the ‘well-mixed zone’ approximation.

When |qr · n| � α�, equation (7.4.35) reduces to

(co − c
∣

∣

pm
)qr · n = −φDγ

h · ∇c
∣

∣

pm
· n, (7.4.37)

which is a boundary condition of the third type, identical to (7.4.32), yet is
based on different reasoning.

Phreatic surface. The phreatic surface serves as the upper boundary of the
saturated domain. At the same time, it serves as the lower boundary of the
unsaturated one.

The condition for liquid mass transport at a phreatic surface is presented
in Subs. 5.2.3E. Here we consider the condition for the transport of a chem-
ical species dissolved in the water. The boundary condition is derived from
the requirement of no-jump in the component’s flux normal to the (possibly
moving) phreatic surface.
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As has already been stated in Subs. 5.2.3E, the main difficulty associated
with the phreatic surface as a boundary stem from the fact that its shape
and position are not known a priori. In fact, in many flow problems, they are
the very objective of modeling. In principle, the shape of the phreatic surface
can be described by the equation F (x, t) = 0. However, since the pressure is
atmospheric everywhere on this surface, or h(x, t) = z, i.e., the piezometric
head is equal to the elevation, the equation that describes the shape of the
phreatic surface may be written also (in cartesian coordinates) in the form

F = F (x, t) = h(x, y, z, t)− z = 0. (7.4.38)

Equations (5.2.1), (5.2.2), and (5.2.3) are applicable.
As is usually done in groundwater hydrology, we neglect the details of the

movement of water through the unsaturated zone, and consider only some
mean value of natural replenishment, infiltrating at ground surface, percolat-
ing through the unsaturated zone, and reaching the phreatic surface at a rate
N. Let the concentration of the considered component in the infiltrating wa-
ter, as it approaches the phreatic surface, be denoted by cN . We assume that
(here and elsewhere in this chapter), in spite of concentration differences, the
mass density of the water remains constant.

In the unsaturated zone, just above the phreatic surface, the moisture con-
tent is assumed to be equal to the residual moisture content, θ = θwr, which is
a known constant. The component’s total flux, relative to the moving phreatic
surface, is given by cN (N− θwru)·n. The total flux in the saturated zone, rel-
ative to the moving phreatic surface, is expressed by φ [c(V − u)−Dh · ∇c].
Thus, the no-jump condition can be expressed as:

{φ [c(V − u)−Dh · ∇c]} · n = cN(N− θwru) · n. (7.4.39)

When combined with the flow boundary condition (5.2.28), we obtain

(c− cN)
(

N · ∇F + θwr
∂F

∂t

)

− φ(Dh · ∇c)
∣

∣

sat
· ∇F = 0. (7.4.40)

We may insert F = h(x, y, z, t)− z in the last equation. This is a third type
boundary condition for c. We note that [[ c ]]sat, unsat ≡ c− cN �= 0. Thus, the
unsaturated zone just above the phreatic surface acts as a ‘well-mixed zone’
in the sense discussed earlier. However, we have simplified the expression for
the flow through the transition zone by neglecting the dispersive-diffusive
flux through it.

Seepage face. The seepage face is discussed in Subs. 5.2.3F. Here, the
water leaving the porous medium domain through the seepage face carries
the dissolved chemical species.

Because there is no porous medium on the external side of this boundary,
the condition of continuity of flux of a component takes the form
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(φcV − φDh · ∇c)
∣

∣

pm
· n = (cV)

∣

∣

env
· n, (7.4.41)

where symbols ‘pm’ and ‘env’ denote the porous medium domain and its
external environment, respectively, and we have assumed a stationary seepage
face, u ≡ 0. With

c
∣

∣

pm
= c

∣

∣

env
, (φV)

∣

∣

pm
· n = V

∣

∣

env
· n, (7.4.42)

i.e., assuming neither volatilization, nor precipitation, (7.4.41) reduces to the
boundary condition

(Dh · ∇c)
∣

∣

pm
· n = 0. (7.4.43)

This is a boundary condition of the second type.

Artificial boundary. For a numerical solution involving an unbounded do-
main, or practically so (e.g., a domain which is much larger than the domain
of interest), it is often necessary to truncate the modeled domain to a finite
size, as the computer cannot handle a discrete system with an infinite number
of unknowns (or it is uneconomical to handle a very large number of nodes).
The truncation of the domain requires the introduction of an artificial bound-
ary, on which the boundary condition is unknown; a certain approximation
is called for.

When such an artificial boundary is introduced, the most prudent thing to
do is to make sure that it is sufficiently far away from the region of interest, or
region of major activities, that is, the region where significant concentration
changes occur. A simple and often used condition on such a boundary is to fix
and maintain the concentration on it equal to the initial concentration there
(in some computer codes this is referred to as to ‘clamp’ the condition). An-
other option is to assume that the dispersive flux normal to such a boundary
is negligible (i.e., transport normal to the boundary is by advection only),
i.e., ∇c · n = 0 on this boundary.

As simulation time increases, the zone of major activities may expand (e.g.,
as a contaminant plume advances), and the selected location of the artificial
boundary may no longer be appropriate; it may have to be moved farther
away. A trial-and-error approach may be required in order to determine the
appropriate location of such a boundary or the condition to be used on it.

In a Lagrangian method (Secs. 7.6 and 8.6), individual particles are tracked
for their locations in relation to cells fixed in space. In that case, we simply
allow the particles to exit a boundary cell, transported by the dominant
velocity in the cell, without additional treatment. In other words, the disper-
sion, which is handled by an Eulerian scheme (and thus requires a boundary
condition), will not be executed.
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7.4.4 Complete model for single component

So far, we have been discussing models of transport of a single component in
the water (= aqueous phase), with or without adsorption, volatilization, and
chemical reactions. Cases of multiple components with chemical reactions,
together with their complete model, are discussed in Sec. 7.9.

We have repeatedly emphasized that fluid velocities and saturations have
to be known, as they are required as input to the contaminant transport mo-
del. This information may be obtained by solving the flow model separately.
In some situations, it is convenient to state and solve the flow and the con-
taminant transport problems simultaneously as a single model. This is the
only option whenever the density is concentration-dependent.

The mathematical model of a single, or multiphase flow problem, combined
with the transport of a single chemical component, possibly with first order
decay, adsorption, and volatilization, consists of the following parts:

(a) A mathematical description of the configuration of the surface that
bounds the porous medium problem domain.

(b) A list of the dependent variables. These are the concentrations, cγα, of the
γ-component within all α-fluid phases present in the system. In the case
of adsorption, F γ is included in the list of state variables. For the flow
model, depending on the number of fluid phases that are in motion, we
may add such variables as piezometric heads, pressures, saturations, etc.,
following the discussion on the complete flow model in Subs. 5.3.3.

(c) Flux equations for the mass of the fluid phases. Darcy’s law (for both
saturated and unsaturated flow) is usually employed.

(d) For unsaturated flow, soil-water retention and unsaturated hydraulic con-
ductivity relations.

(e) Partial differential (≡ mass balance) equations for the relevant fluid
phases.

(f) Mass and momentum balance equations for the solid, when the latter is
deformable.

(g) Partial differential equations that describe mass balances of the consid-
ered component within all fluid phases present in the system and on the
solid. These balance equations may contain source terms that correspond
to decay, adsorption, and volatilization of the component.

(h) Dispersive, and diffusive flux equations for the mass of the considered
component.

(i) Constitutive equations for the fluid phases, for the solid (in the case of
a deformable solid), and for the component. These include also thermo-
dynamic relationships that describe the partitioning of the component
between adjacent phases under equilibrium conditions, or transfer func-
tions for nonequilibrium conditions.

(j) Expressions for the various external sources and sinks for the mass of the
fluid phases and the considered component.

(k) Statement of initial conditions for each of the relevant state variables.
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(l) Statement of boundary conditions for each of the relevant extensive
quantities—mass of fluid phases, and of the considered component.

(m) Numerical values, or functional relationships for all the coefficients that
appear in the various balance equations and constitutive relations in-
cluded in the model

Based on the above standard content of a model, we usually end up with
a large number of variables that describe the state of the system. To obtain
a closed set of equations, within the framework of a well-posed problem, we
need an equal number of equations. However, following the discussion on pri-
mary variables (or degrees of freedom) of a problem, presented in Subs. 7.9.4,
the next step is to determine the number of primary variables (or degrees
of freedom) of the problem. The number of partial differential equations of
balance that has to be solved is then equal to the number of the primary vari-
ables. All other variables are obtained from the known values of the selected
primary variables, using the remaining equations.

Actually, when we assume that adsorption and volatilization take place
under equilibrium conditions, a single mass balance equation can be written
for the component in the porous medium as a whole. The single variable is,
then, the concentration of the component within every fluid phase in the
porous medium. The boundary condition for such an equation is written for
the concentration or total mass flux of the component in the porous medium
as a whole. Similarly, initial conditions are written for the concentration or
total mass of the component in all the phases present in the system.

The statement of the transport model for a particular site must also include
information on all relevant porous medium coefficients, such as porosity, per-
meability and dispersivity and their spatial distributions. Information is also
required concerning the coefficients that appear in the constitutive relations,
e.g., decay and growth coefficients, partitioning coefficients and reaction rate
coefficients.

7.4.5 Some analytical solutions

Due to the irregularity of boundaries and the heterogeneity of aquifers, ana-
lytical solutions of cases of practical interest are not feasible; numerical tech-
niques (see Chap. 8) must be employed to obtain solutions of contaminant
transport models in real aquifer domains. Only for a very limited number of
rather simple, mostly one-dimensional problems, can analytical solutions be
derived. The objective of this subsection is to present some of these solutions
in order to gain insight into the produced pattern of contaminant transport.
In all cases, we shall assume that the density and viscosity of the solution
remain unchanged, and that the solid matrix is homogeneous, isotropic, and
nondeformable. Only transport by advection-dispersion-diffusion with and
without adsorption (≡ first order decay) in saturated flow will be considered.
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A. Solute transport in an infinite homogeneous column

Consider one-dimensional flow along the x-axis. The specific discharge, q,
satisfies the continuity equation ∂q/∂x = 0, which leads to q = q(t), i.e., q
may vary in time, but is constant at any given time. The partial differential
(mass balance) equation that governs the solute distribution, say, (7.4.18),
reduces for this 1-d case, with the porosity φ = const., to

∂c

∂t
= Dh

∂2c

∂x2
− q

φ

∂c

∂x
, −∞ < x < +∞, (7.4.44)

in which Dh = aL|q|/φ+D denotes the coefficient of hydrodynamic dispersion.
The initial and boundary conditions are:

for t = 0, −∞ < x < 0, c = c1,
0 ≤ x < +∞, c = co (< c1);

for t > 0, x = −∞, c = c1,
x = +∞, c = co.

(7.4.45)

Bear (1960) solves this problem by applying the Laplace transform to (7.4.44).
The solution is

ε(x, t) ≡ c(x, t) − co
c1 − co

=
1
2
erfc

⎧

⎪

⎨

⎪

⎩

x− ∫ t
0
[q(t)/φ] dt

2
[

∫ t

0 (aL|q|/φ+D) dt
]1/2

⎫

⎪

⎬

⎪

⎭

, (7.4.46)

where erfx = (2/
√
π)
∫ x

o e−α
2
dα, and erfcx = 1−erfx = (2/

√
π)
∫∞
x e−α

2
dα.

For q = φV = const., and neglecting molecular diffusion, i.e., D � aLV , the
above solution reduces to

ε(x, t) ≡ c(x, t)− co
c1 − co

=
1
2
erfc

[

x− V t

2 (Dt)1/2

]

=
1
2
erfc

[

x− V t√
2 σ

]

, (7.4.47)

where D = aL|V |, σ2 = 2Dt = 2aL|V |t = 2aLL is the variance of the distri-
bution, and L = V t is the (average) distance traveled by the water during
t. Figure 7.4.3 shows (7.4.47) in graphical form. From this figure, it follows
that the point ε = 0.5 travels with the mean flow, and that the variance of
the concentration distribution is proportional to the length traveled, L. The
corresponding conclusions from (7.4.46), where q = q(t), are that the point
ε = 0.5 travels, again, with the mean flow, i.e., with the velocity V , and that
σ2 is proportional to the total path traveled.

Figure 7.4.4 presents the experimental result of a fluctuating flow, q = q(t),
moving up and down an infinite column. Figure 7.4.4c shows that σ2 of
the concentration increases linearly with the cumulative distance traveled,
regardless of the flow direction.
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B. Solute transport in an infinite homogeneous column with
adsorption

Let us assume q = constant. For this case, with adsorption described by
a linear equilibrium isotherm, e.g., F = Kdc, we have to solve the partial
differential equation (7.4.15), rewritten as

∂c

∂t
=

Dh
Rd

∂2c

∂x2
− q

Rdφ

∂c

∂x
, −∞ < x < +∞, (7.4.48)

where Rd = 1 + ρbKd/φ denotes the retardation factor. Note that (7.4.48)
can be obtained from (7.4.44) by replacing q/φ by q/Rdφ and Dh by Dh/Rd.
Hence, for the initial and boundary conditions given by (7.4.45), the solution
is

ε(x, t) ≡ c(x, t)− co
c1 − co

=
1
2
erfc

[

Rdx− V t

2 (RdDht)
1/2

]

, (7.4.49)

obtained form (7.4.47) by the above stated substitution.

C. Injection of a solute slug into an infinite homogeneous column

Initially, the entire column is at the solute concentration c = 0. A very small
volume is injected at t = 0 during a very short time into the column at
x = 0. The velocity of the liquid in the column is V = q/φ = constant.
Because of hydrodynamic dispersion, as the slug moves with the water in
the +x direction, it spreads out, occupying an ever increasing portion of the
column. The solute concentration along the column is governed by (7.4.44).

For an observer moving with the average velocity, the governing equation
becomes

∂c

∂t
= Dh

∂2c

∂x′2 , x′ = x− V t. (7.4.50)

The initial condition takes the form

c(x, 0) =
M

φ
δ(x), M =

∫ +∞

−∞
φ c(ξ, t) dξ, (7.4.51)
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in which M denotes the mass of solute in the slug, and δ(x) is the Dirac delta
function, defined by (5.1.77). For the one-dimensional case considered here,
it takes the form

δ(x) =

{ lima→0 1/a, −a/2 < x < a/2, a > 0,

0, elsewhere,
(7.4.52)
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The boundary conditions specified for c(x′, t) are

lim
|x′|→∞

c(x′, t) = 0. (7.4.53)

The solution is (Crank, 1956)

c(x, t) =
M/φ

(4πDht)1/2
exp

(

− x′2

4Dht

)

=
M/φ

(4πDht)1/2
exp

[

− (x− V t)2

4Dht

]

.

(7.4.54)
Figure 7.4.5 shows solute concentration resulting from an instantaneous slug.

D. Solute transport in an infinite two-dimensional domain with a
point source

Wilson and Miller (1978) developed an analytical solution for the mass bal-
ance equation describing solute transport with first order decay in uniform
flow (constant velocity V in the +x-direction) in an infinite two-dimensional
domain:

∂c

∂t
= DL

∂2c

∂x2
+ DT

∂2c

∂y2
− V

∂c

∂x
− λc, (7.4.55)

with a continuous point source at (0, 0). Their solution is

c(x, y, t) =
coQ

4πφ(DLDT )1/2
exp

( x

B

)

W
(

u,
r

B

)

, (7.4.56)

where coQ is the injection rate at the point-source, φ is the porosity, and

B =
2DL

V
, d = 1 +

2Bλ
V

,



Mathematical Model with Sources 451

u =
r2

4dDLt
, r =

√

(

x2 + y2
DL

DT

)

d . (7.4.57)

In the above, the function W (u, r/B) is the Hantush-Jacob leaky aquifer well
function (Hantush and Jacob, 1955), which has been tabulated by Hantush
(1956, 1964). (For a computer program for its evaluation, see Cheng (2000).)
For easier evaluation, Wilson and Miller (1978) provided the following ap-
proximate solution of (7.4.56),

c(x, y, t) =
coQ

4
√
πφ(V rDT )1/2

exp
(

x− r

B

)

erfc
(

2u− r/B

2u1/2

)

. (7.4.58)

For r/B > 10, the error of the above solution is less than 1%.

E. Solute transport in a semi-infinite three-dimensional domain
with an areal source

Solute transport in a three-dimensional homogeneous isotropic aquifer, with
uniform flow at a velocity V in the +x-direction is sometimes described by
the mass balance equation

∂c

∂t
= DL

∂2c

∂x2
+ DT

∂2c

∂y2
+ DT

∂2c

∂z2
− V

∂c

∂x
− λc. (7.4.59)

Domenico (1987) derived a semi-analytical solution for the case of a semi-
infinite aquifer (x ≥ 0) with a symmetrical contaminant source in the form of
an area of size Y ×Z, normal to the +x-axis, centered at the origin (0, 0, 0).
The solution takes the form of the product of the concentration distribution
along the central line and a lateral dispersion factor, F ,

c(x, y, z, t) = F · ω(x, y, z). (7.4.60)

F =
co
2

exp
(

V x

2DL

)

[

exp(−βx) erfc γ− + exp(βx) erfc γ+
]

, (7.4.61)

where

β =
(

V 2

4D2
L

+
λ

DL

)1/2

, (7.4.62)

γ− =
x− (V + 4λDL)1/2t

2(DLt)1/2
, γ+ =

x+ (V + 4λDL)1/2t
2(DLt)1/2

, (7.4.63)

and

ω(x, y, z) =
1
4

{

erf
[

y + Y/2
2(aTx)1/2

]

− erf
[

y − Y/2
2(aTx)1/2

]}

{

erf
[

z + Z/2
2(aTx)1/2

]

− erf
[

z − Z/2
2(aTx)1/2

]}

. (7.4.64)
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In the above, aT is the transversal dispersivity, and ω, independent of time
and species, is a function of the transversal dispersivity and of the spatial
coordinates, with ω = 1 on the central line and ω = 0 as y, z →∞.

F. Continuous injection of a radioactive solute into an infinite
homogeneous column

For this case, the solute mass balance equation takes the form

∂c

∂t
= Dh

∂2c

∂x2
− q

φ

∂c

∂x
− λc, (7.4.65)

where the radioactive decay is described by (7.3.53), in which we replace N
by c. The elementary solution of an instantaneous injection is

c(x, t, t′) =
dM

[4πDh(t− t′)]1/2
exp

{

− [x− V (t− t′)]2

4Dh(t− t′)
− λ(t− t′)

}

, (7.4.66)

in which dM = coV dt
′ is the mass of the solute, at concentration c = co,

injected during the time interval dt′ at x = 0 and t = t′. For a continuous
injection at a constant rate, we obtain by integration

c(x, t) =
coV

(4πDh)1/2
exp

(

V x

2Dh

)∫ t

0

1√
τ

exp
(

−a
τ
− bτ

)

dτ, (7.4.67)

where a = x2/4Dh, b = V 2/4Dh + λ.
As t→∞, we obtain

c(x,∞) =
co

(1 + 4λDh/V 2)1/2
exp

{

V x

2Dh

[

1− (1 + 4λDh/V
2
)1/2

]

}

. (7.4.68)

For x = 0, (7.4.67) can be integrated to yield

c(0, t) =
co

(1 + 4λDh/V 2)1/2
erf
(

V 2t

4Dh
+ λt

)

, (7.4.69)

which shows that c(0, t) �= co. As t→∞, we obtain

c(0,∞) =
co

(1 + 4λDh/V 2)1/2 �= co. (7.4.70)

G. Movement of a radioactive solute in a semi-infinite
homogeneous column, x ≥ 0

The flow along the column is at a constant specific discharge q. Initially, the
concentration along the column, x > 0, is c = 0. For the boundary conditions

x = 0, c = co, or q(c− co) = φDh∂c/∂x, (7.4.71)
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Ogata and Banks (1961) presented a solution to this problem (see also Bear,
1979, p. 268). They also presented the following approximate solution, which
is valid when x/aL is sufficiently large, a condition usually satisfied in practice:

c(x, t) =
co
2

erfc
[

x− V t

2(Dht)1/2

]

, (7.4.72)

which is the same as (7.4.47), developed for an infinite column.
The above equation can also serve as a basis for the laboratory determina-

tion of the coefficient of hydrodynamic dispersion, Dh, and from it, neglecting
molecular diffusion, of the longitudinal dispersivity, aL = Dh/V . A typical
experiment is one in which a column is initially filled with water at a cer-
tain solute (= tracer) concentration. During the experiment, the water in the
column is displaced by water having another known constant concentration,
introduced at one end of the column, say at x = 0, from t = 0 onward. The
concentration of the effluent at x = L, t ≥ 0 is recorded. Although the col-
umn is of a finite length, L, the solution (7.4.72) derived for a semi-infinite
column is usually employed to describe the concentration of the effluent at
x = L, as it is basically the same as (7.4.72).

Thus, the relationship (7.4.72), written for the column outlet at x = L,
takes the form

c(L, t) =
co
2

erfc
[

L− V t

2(Dht)1/2

]

=
co
2

erfc

⎡

⎢

⎣

1− U
UP

2
(

Dh

LV

)1/2 ( U
UP

)1/2

⎤

⎥

⎦ , (7.4.73)

in which we have made use of U = φV tA as the effluent volume, and
UP = φAL as one pore volume contained in the column, with A denoting
the column’s cross-sectional area.

During the experiment, c is recorded as a function of U . Figure 7.4.6 shows
results of a typical experiment. The coefficient Dh is derived from the slope
of the curve at the time corresponding to one pore volume (i.e., U = UP),
given by

d(c/co)
d(U/UP)

∣

∣

∣

∣

∣

U/UP=1

=
1

2
√
π

(

LV

Dh

)1/2

, V =
QL

UP

, (7.4.74)

where Q = φV A is the column discharge. Another possibility is to obtain Dh
from the same curve, using

Dh =
1
2
σ2LV =

1
2

(U0.841 − U0.159

2UP

)2

LV, (7.4.75)

based on the observation that (7.4.73) describes a normal distribution, with
mean at U/UP = 1, and standard deviation σ = (2Dh/LV )1/2(U/UP)1/2.
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Figure 7.4.6: Computing Dh from a column displacement experiment.

Actually, Fig. 7.4.6 is not exactly a normal distribution with respect to U(t);
it is only an approximation.

Useful analytical solutions for one-dimensional cases were also presented
by Bastian and Lapidus (1956) and Gershon and Nir (1969); see discussion
of these solutions in Bear (1979).

Clement (2001), extending the work of Sun et al. (1999a, b), presented a
generalized method for solving the multispecies transport equations, coupled
with a first-order reaction network. The method is flexible for solving one-,
two-, or three-dimensional advection-dispersion equations that are coupled
with a set of first-order reactions. A major limitation is that the method
cannot be used for solving multispecies transport equations with different
retardation factors.

Assuming uniform flow in the +x-direction, and an isotropic porous
medium, the three-dimensional mass balance equation for predicting the fate
and transport of n chemical γ-species coupled by a set of first-order reactions
(e.g., radioactive decay), can be written as

Rγd
∂cγ

∂t
− DL

∂2cγ

∂x2
− DT

∂2cγ

∂y2
− DT

∂2cγ

∂z2
+ V

∂cγ

∂x

=
γ−1
∑

δ=1

yγ,δλδcδ − λγcγ +
n
∑

δ=γ+1

yγ,δλδcδ, γ = 1, 2, . . . , n, (7.4.76)

where cγ (dims. ML−3) denotes the concentration of the γ-species, Rγd is
the retardation coefficient of the γ-species, yγ,δ (dims. MM−1) is the ef-
fective yield factor, which describes the mass of a γ-species produced from
a δ-species, λγ (dims. T−1) is the first-order destruction rate constant of
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the γ-species, V (dims. LT−1) denotes the fluid’s velocity, DL(≡ aLV ), and
DT (≡ aTV ) (dims. L2T−1) are the longitudinal and transverse dispersion co-
efficients, respectively. Note that the above equation is applicable when the
degradation is limited only to the liquid phase.

Srinivasan and Clement (2008a, b) presented an analytical solution for
a case involving n sequentially decaying contaminants simultaneously sub-
jected to advection, dispersion and linear equilibrium adsorption processes in
a semi-infinite domain (0 < x <∞). The general governing equation for this
transport problem is expressed as

Rγd
∂cγ(x, t)

∂t
− DL

∂2cγ(x, t)
∂x2

+ V
∂cγ(x, t)

∂x
=

{

yγλγ−1cγ−1(x, t)− λγcγ−1(x, t), γ = 2, 3, . . . , n,
−λγcγ(x, t), γ = 1, (7.4.77)

in which yγ is the effective yield factor that describes the mass of a γ-species
produced from the (γ − 1)-species. Equation (7.4.77) is solved for a generic
exponentially distributed initial condition given by

cγ(x, 0) = cγoe
−κγx, 0 < x <∞, γ = 1, 2, . . . , n, (7.4.78)

where cγo is the initial source concentration of the γ-species at the origin (dims.
ML−3) and κγ is the first-order decay parameter of the initial distribution of
the γ-species (dims. L−1).

The boundary condition at +∞ is given by

∂cγ(∞, t)
∂x

= 0, t > 0, γ = 1, 2, . . . , n. (7.4.79)

For the case of the Dirichlet boundary condition, the source term, at x = 0,
is described by

cγ(0, t) =
{∑γ

γ1=1 B
γ1
γ e−λ

γ1 t, t < 0 < to,

0, t > to,
γ = 1, 2, . . . , n, (7.4.80)

where Bγ1
γ (dims. ML−3) is the source boundary concentration of the γ1-

specie that contributes to species γ, and λγ1 (dims. T−1) is the first-order
decay rate constant of the corresponding Bγ1

γ term.
For the case of the Robin (also called third type) boundary condition, the

source term, at x = 0, is described by

−DL

∂cγ(x, t)
∂x

∣

∣

∣

∣

x=0

+ V cγ(0, t) =
{∑γ

γ1=1 B
γ1
γ e−λ

γ1 t, t < 0 < to,

0, t > to,

γ = 1, 2, . . . , n. (7.4.81)
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In (7.4.77), it is assumed that decay occurs only in the liquid phase. When
degradation occurs also on the solid surface (i.e., the adsorbed species also
undergoes decay), the above model holds, with λγ replaced by Rλdλ

γ . Solu-
tions of (7.4.78), subject to the boundary conditions (7.4.79)–(7.4.81), are
given in Srinivasan and Clement (2008a).

Srinivasan and Clement (2008b) discussed special cases, implementation
and tests.

H. Dispersion of an initially sharp front in uniform planar flow

We assume uniform flow in the +x direction. Initially, an abrupt sharp front
along y = x tanα separates the two zones, with concentrations c = co and
c = 0 (Fig. 7.4.7). The governing equation for this case is

∂c

∂t
= DL

∂2c

∂x2
+ DT

∂2c

∂y2
− q

φ

∂c

∂x
, (7.4.82)

where DL = aLq/φ + D, DT = aT q/φ + D, with aL and aT denoting the
longitudinal and transversal dispersivities, respectively.

The sought distribution is obtained by integrating the elementary solution
for a point source, similar to (7.4.54), over the region occupied by tracer
labeled water. With M denoting the tracer mass injected at a point (ξ, η) at
t = 0, the concentration areal distribution at any later time is given by

c(x, y, t) =
M/φ

4π(DLDT )1/2t
exp

[

− (x− ξ − V t)2

4DLt
− (y − η)2

4DT t

]

. (7.4.83)
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The mass conservation requires that

M

φ
=
∫ +∞

−∞

∫ +∞

−∞
c(x′, y′, t) dx′dy′. (7.4.84)

Curves of c = const., described by (7.4.83), have the shape of ellipses centered
at (ξ + V t, η).

To obtain the areal concentration distribution resulting from a moving
front, we integrate the effect of an infinite number of small point sources,
each with M = coφdξ dη, initially located in the semi-infinite space behind
the front. The result is

c(x, y, t) =
co
2

erfc
{

(x− V t) sinα− y cosα
[4(DL sin2 α+ DT cos2 α)t]1/2

}

, (7.4.85)

which describes a normal distribution perpendicular to the displaced front
(Fig. 7.4.7). When the initial front is parallel to the x-axis, α = 0, and initially
c = 0 for y ≤ 0, c = co for y > 0, (7.4.85) reduces to

c(y, t) =
co
2

erfc
[

y

(4DT t)1/2

]

, (7.4.86)

which is independent of x and DL (and also of V !).
Verruijt (1971) studied the case of a steady state distribution in the semi-

infinite plane x > 0. The concentration is fixed on the x-axis as

x = 0, 0 < y <∞, c = 0,
x = 0, −∞ < y < 0, c = co.

(7.4.87)

For sufficiently large values of x, he obtained

c(y, t) =
co
2

erfc
[

y

2(aTx)1/2

]

. (7.4.88)

For large values of x, (7.4.88) describes a normal distribution in the y-
direction, with the width of the transition zone being proportional to x1/2.
Lines of constant concentration have the form of parabolas, at least for large
x. It is of interest to note that from (7.4.88) it follows that c(y, t) is indepen-
dent of the velocity V (= q/φ).

I. Continuous injection at the origin into a uniform steady flow in
an infinite plane

As in the case of continuous injection presented in Subs. 7.4.5F, the resulting
distribution is obtained by integrating the elementary instantaneous injection
solution of (7.4.82). The effect of an instantaneous slug of tracer of mass
dM = coQdt is
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dc(x, y, t) =
dM

2π[2DLt]1/2[2DT t]1/2
exp

[

− (x− V t)2

4DLt
− y2

4DT t

]

. (7.4.89)

For a continuous injection, we obtain

c(x, y, t)
co

=
Q

4π[DLDT ]1/2

∫ t

0

1
t− τ

exp
[

− 1
t− τ

(

x2

4DL

+
y2

4DT

)

+
2xV
4DL

− (t− τ)V 2

4DL

]

dτ. (7.4.90)

7.5 Immobile Water and Double Porosity Models

Up to this point, we have considered the transport of contaminants through
the void space. The entire fluid phase was mobile and the solid matrix was
impermeable to the fluid. However, under certain conditions, a portion of
the fluid phase may be regarded as immobile or at least moving at a much
slower rate as compared to that of the remaining fluid. In the unsaturated
zone, capillarity may create pendular domains with practically immobile wa-
ter. Another example is dead-end pores in saturated flow. In zones of very
low permeability, e.g., clay lenses, the fluid is practically immobile. Yet an-
other possibility is when the solid matrix itself is porous, but with very small
pores, hence with very low permeability. In all these cases, the fluid in the
low permeability domains is practically immobile, although the entire fluid
occupied domain is a single fluid continuum at the microscopic level. In these
instances, we may conceptualize the porous medium domain as occupied by
two overlapping fluid continua—one is mobile (and the flow in it is governed
by Darcy’s law), and the other immobile. Exchanges of fluid mass as well as
of chemical spices takes place between the two continua. Two such cases are
discussed below.

7.5.1 Immobile water

In the discussions on the conceptual model of water and air distribution in
the unsaturated zone and on water and air flow (Chap. 6), we have intro-
duced the concept of irreducible saturation, Swr, of a wetting phase as the
saturation below which the phase is immobile. Similarly, the air phase (=
nonwetting fluid) is assumed to be immobile below the residual saturation,
Sar. Flow of a fluid phase occurs when the saturation is above the irreducible
or residual saturation. However, depending on the pore sizes and shapes, e.g.,
the presence of dead-end pores, a certain portion of the water subdomain may
be discontinuous, immobile, or stagnant, or practically so, even at saturations
above the residual value. For example, water in pores with narrow throats
may be practically stagnant in the unsaturated zone in the soil. Similarly,
water is immobile when present in the form of isolated pendular rings, even
at relatively high saturations. The fraction of the void space that contains
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an immobile wetting liquid is not constant, but is rather some function of
the saturation, reaching its maximum when Sw = Swr. However, it does not
necessarily vanish at full saturation, as even then, a wetting liquid phase in
part of the void space may be practically immobile.

Similarly, in three-phase flow, parts of all three phases may be discontin-
uous or stagnant. Again, the immobile fraction of the saturation of a phase
is not a constant; it depends on the saturation of the phase.

Immobile water may occur also in clay bodies imbedded in a sandy soil
and in porous blocks (with fine pores) in a fractured rock formation. If the
suction, or pressure, in the immobile portion equilibrates rapidly with that
in the mobile portions, then the usual approach presented in Chap. 4 may
be used for the flow equations. Otherwise, in the mathematical model, we
regard the fluid phase to consist of mobile and immobile portions.

Some authors describe the exchange relationship between the mobile, Sαm,
and immobile, Sαim, parts of the saturation, Sα, of an α-phase, in the form
of a rate equation

dSαm
dt

∣

∣

∣

∣

m→im

= Cm,im(Ψαm − Ψαim), (7.5.1)

where Cm,im is a coefficient that may depend on the saturation. It has to be
determined experimentally. The symbol Ψα denotes the capillary potential in
the α-phase, defined by (6.1.11).

It is of interest to note that once we accept the notion (or model) that
only part of a phase is actually in motion, and that this part is a function
of the saturation (and is not identical to the ‘irreducible saturation’ of the
phase, Sαr), then all the coefficients that represent properties of the phase
occupied portion of the void space, hitherto regarded as functions of the
saturation, should actually be regarded as functions only of the mobile part
of the saturation.

Thus, in the continuum approach, we may declare, as part of the concep-
tual model, that a liquid phase, say water, may be visualized as two overlap-
ping continua: one is of mobile water, while the other is of immobile water
(noting that in the thermodynamic sense, our system consists only of a single
liquid phase). We shall refer to these two phases as apparent phases. Mass
balance equations can then be written separately for the mobile and the
immobile portions of each participating phase.

The immobile portion of a phase is, usually, in direct contact with the mo-
bile portion, thus enabling the transfer of components from one to the other
by the mechanism of molecular diffusion. Even when part of the immobile
portion of a wetting fluid phase is in the form of isolated pendular rings,
transfer of components between them may take place by molecular diffusion
through the wetting fluid film that covers the solid surface in the larger pores,
occupied by the nonwetting phase. Similarly, isolated air bubbles may contain
vapor of a volatile component present in the liquid.
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In what follows, we consider an example of transport of a contaminant
component in the unsaturated zone in the soil. The water (= wetting fluid)
is visualized as made up of two apparent fluid phases: mobile and immobile
water. We denote the concentrations of the considered component in the two
phases by cm and cim, respectively.

The conceptual model is comprised of the following assumptions:

[A.1] We regard both the mobile water and the immobile water as two con-
tinua, each filling up the entire domain. The water contents of these two
continua, θim and θm, satisfy θim + θm = θw.

[A.2] A component is transported in the mobile water by advection, disper-
sion, and diffusion, while in the immobile phase, it can be transported only
by diffusion.

[A.3] Adsorption takes place on the entire surface of the solid matrix, as
this surface is everywhere in contact with water. However, we have to refer
separately to the contact with each of the two ‘apparent phases’. We use p∗

(< 1) and 1 − p∗ to denote the areal fractions of the total area of the solid
matrix, or the fractions of the total number of adsorption sites, that are in
contact with the mobile and immobile (apparent) water phases, respectively.
We assume that the same fractions represent also the corresponding fractions
of the solid mass that interacts with the two water phases. Obviously, this last
assumption may be a very poor one for certain solid matrix configurations.

[A.4] Equilibrium adsorption is described by the linear isotherms:

Fm = p∗Kdcm, and Fim = (1− p∗)Kdcim, (7.5.2)

in which Fm and Fim denote the concentrations of the component on the two
portions of the solid’s surface.

[A.5] The component undergoes decay, with λ denoting the rate constant.
The component can be exchanged (by diffusion) between the two water con-
tinua. The rate at which this exchange takes place, say, from the mobile
(‘apparent’) phase to the immobile one (in terms of mass of component per
unit volume of porous medium per unit time) is proportional to the differ-
ence between their respective concentrations. This exchange means that the
two ‘apparent phases’ are not in chemical equilibrium. Using the symbol α�γ

to denote the coefficient of proportionality, this rate can be expressed as
α�γ(cm− cim). The transfer coefficient, α�γ , is proportional to the molecular
diffusivity of the component in the water, to the total area of the surface
of contact between the two fluid phases, and inversely proportional to some
length characterizing the distance between the two phases within an REV.
In principle, this coefficient need not be a constant. However, it is often ap-
proximated as such, rather than making it dependent on the saturations of
the two phases. For a porous medium model comprised of spherical immobile
water zones, Parker and Valocchi (1986) suggested
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α�γ = 15Dθw 1− θm/θw
r2im

, (7.5.3)

where rim is the radius of the spheres.

[A.6] The water density is constant, independent of changes in component
concentration.

[A.7] The solid matrix is rigid and stationary.

For this conceptual model, the balance equation for a component in the
mobile phase takes the form:

∂θmcm
∂t

= −∇ · [cmq− θmDhm(θm) · ∇cm]− fγm→s − f∗
w,m→imcm

+f∗
w,im→mcim + α�γ(cim − cm)− θmλcm, (7.5.4)

where q denotes the specific discharge of the mobile phase, and fγm→s denotes
the rate at which mass of the component leaves the mobile phase, to be
adsorbed onto the solid (per unit volume of porous medium). Here, f∗

w,m→im

denotes the (positive) rate of transfer of water phase volume from the mobile
to the immobile water (per unit volume of porous medium), and similarly,
f∗
w,im→m is the corresponding (positive) rate from the immobile to the mobile

water. However,

f∗
w,m→im ≡

{

fw,m→im, if fw,m→im > 0,
0, if fw,m→im ≤ 0, (7.5.5)

f∗
w,im→m ≡

{

fw,im→m, if fw,im→m > 0,
0, if fw,im→m ≤ 0, (7.5.6)

where fw,im→m = −fw,m→im.
The mass balance equation for the component in the immobile phase is

∂θimcim
∂t

= ∇ · [θimD∗
im(θim) · ∇cim]− fγim→s − f∗

w,im→mcim

+f∗
w,m→imcm + α�γ(cm − cim)− θimλcim. (7.5.7)

The mass balance equation for the component on the portion of the solid
surface that is in contact with the mobile water phase, is

∂ρbFm
∂t

= fγm→s − ρbλFm. (7.5.8)

For the portion of the solid surface that is in contact with the immobile water
phase, we write

∂ρbFim
∂t

= fγim→s − ρbλFim. (7.5.9)

In order to eliminate the terms that represent transfers due to adsorption,
we sum up the balance equations for the component in the mobile phase and
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its adsorbed part on the solid, obtaining

∂θmRdmcm
∂t

= −∇ · [cmq− θmDhm(θm) · ∇cm]− f∗
w,m→imcm

+f∗
w,im→mcim + α�γ(cim − cm)− θmRdmλcm, (7.5.10)

where
Rdm ≡ 1 +

ρbp
∗Kd

θm
(7.5.11)

is the retardation factor for the mobile water.
For the component in the immobile water, under the same conditions, we

obtain

∂θimRd imcim
∂t

= ∇ · [θimD∗
im(θim) · ∇cim] + f∗

w,m→imcm

−f∗
w,im→mcim + α�γ(cm − cim)− θimRd imλcim, (7.5.12)

where

Rd im ≡ 1 +
ρb(1− p∗)Kd

θim
. (7.5.13)

If we neglect diffusion in the immobile phase, the first term on the right-hand
side of (7.5.12) should be deleted.

To complete the contaminant transport model, we need to solve also the
following flow model:

∂θm
∂t

= −∇ · q + fw,im→m,
∂θim
∂t

= fw,m→im, (7.5.14)

where Darcy’s law,

q = −Km(θm)∇ [Ψm(θm) + z] , (7.5.15)

is used for the flux of the mobile water. Thus, the two coupled equations in
(7.5.14) can be solved to yield θm and θim. The exchange term, fw,m→im, in
these equations may be computed by (7.5.1), as

fw,m→im = Cm,im [Ψm(θm)− Ψim(θim)] . (7.5.16)

7.5.2 Double porosity medium

Finally, consider the saturated flow of water carrying a γ-component in a
porous medium domain in which the solid matrix (not necessarily in the
form of grains) or part of it, is porous (see, also, Subs. 7.3.6F). The total
void space is made up of two parts: (1) the void space within the porous solid
matrix, where individual pores are, usually, very small, and (2) the remainder
of the void space, with much larger pores. Accordingly, the permeability to
water flow inside the porous solid matrix is much smaller than that of the
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remaining void space. Clay aggregates may serve as an example of such a
porous solid matrix. Such a domain is often referred to as a ‘double porosity’
porous medium.

A double porosity porous medium domain, say an aquifer, may also consist
of a very low permeability (LK) portion in the form of isolated lenses that
are embedded in a high permeability (HK) porous material. An example is
an aquifer made of sand and gravel in which lenses of clay are embedded.
Another example is an aquifer composed of an interconnected network of
HK-channels embedded in a LK-material, such as a network of sand and
gravel channels embedded in a clay or silty-clay matrix.

A double porosity problem domain can be regarded as a single inhomoge-
neous domain as long as its size is of the order of magnitude of the scale of
heterogeneity, namely, the length of a low permeability lens, or the distance
between lenses. However, if the problem domain is much larger than this
scale of heterogeneity, such that it includes many such lenses, the averaging
approach may be employed to ‘homogenize’ the heterogeneous domain. The
transformation of such a heterogeneous domain into a single continuum, or
into two overlapping continua: one of high permeability (HK), and the other
of very low permeability (LK), by averaging over an RMV, is introduced in
Subs. 7.3.6H.

The transport of a component in a double porosity domain can be de-
scribed by a conceptual model that envisions mobile water in the larger pores,
say between clay aggregates, or in the HK-material, and immobile water in
the porous solid matrix, or in the LK-lenses. Obviously, following the concept
of a continuum, the LK aggregates, or lenses, should be in sufficient num-
ber, and well distributed within the HK-domain, to justify regarding them
as a continuum. The considered component may be exchanged by molecular
diffusion between the two ‘apparent water phases’: the mobile water in the
larger pores, or HK-subdomain, and the immobile water in the small pores,
or LK one. In this way, the very low permeability continuum plays the role of
distributed sinks for the considered component traveling in the high perme-
ability continuum. Adsorption may take place on the relatively large surface
area inside the LK-continuum. The component reaches these sites by diffusion
through the void space inside the LK-continuum. If the LK-zone is made up
of disjoint subdomains, as in the case of isolated aggregates, or lenses, there
is no transport of the component in it, whether by advection, dispersion,
or diffusion. In practice, these LK-zones, regarded as a continuum, play an
important role in problems of contaminant transport. In the first stages of
contamination, they are invaded by the contaminant. This is a relatively slow
process, as the contaminant is transported by diffusion. The contaminant is
stored in the LK-zones, mainly in the form of an adsorbate. At a later stage,
when the concentration of the contaminant in the HK-material is reduced
(say, by remediation activities), the lenses serve as a source for the contam-
inant for prolonged periods, releasing the contaminant stored in them into
the water in the HK-zone.
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The model that describes the transport of a contaminant in such a two-
media domain is very similar to the one discusses for the mobile-immobile
water case. With LK (l) and HK (h) denoting the low and high permeability
continua, respectively, let us first summarize the conceptual model:

[A.1] The HK- and the LK-subdomains are considered as continua, each
occupying the entire aquifer domain. Both subdomains are assumed to be
interconnected, although one may consider the possibility that one of these
subdomains is not interconnected.

[A.2] Both the LK- and the HK-materials are rigid, homogeneous, and
isotropic.

[A.3] A single contaminant is present in the aquifer.

[A.4] In the HK-continuum, the contaminant may be transported by advec-
tion, dispersion and diffusion. However, we shall assume that transport by
diffusion is negligible with respect to the other modes of transport.

[A.5] In the LK-continuum, transport by all three modes is negligible, as
distances traveled in this continuum are much smaller than those in the HK-
one. That is, there is no flux of contaminant on a length scale much larger
than an REV so that no significant fluxes occur between any two macroscopic
points in the continuum. However, we shall leave diffusion as the only mode
of exchange between the two continua, across their common interface. Thus,
diffusion can occur within the LK-continuum on the length scale of an REV,
so that the contaminant can travel from within the LK-continuum to the
LK-HK interface. This exchange will be expressed as a an averaged rate
of transfer (per unit volume of porous medium) at every point within the
considered porous medium domain.

[A.6] The considered contaminant may adsorb on the solid matrix in both
subdomains. Equilibrium conditions prevail and a linear isotherm will be
used. However, the specific surface area of the LK-HK interface is much
smaller than that within the LK material, and may be neglected.

We now translate this conceptual model into a mathematical one. The
core of the model consists of the following balance equations:

Mass balance for γ in the HK-subdomain:

∂

∂t
[nh (φh + ρbhKdh) ch] = −∇· [nhφh (chV −Dh · ∇ch)]− fh→l. (7.5.17)

Mass balance for γ in the LK-subdomain:

∂

∂t
[nl (φl + ρblKdl) cl] = −fl→h, (7.5.18)

where
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nβ Volumetric fraction of β-continuum within the aquifer, β = h, l.
φβ Volumetric fraction of void space (= porosity) in the β-continuum.
ρbβ Bulk density of a solid matrix in the β-material (= ρs(1− φβ)).
cβ Component concentration in the water within the β-continuum.
V Velocity of water in the HK-continuum.
fβ→δ Rate of transfer of γ from the β-continuum to the δ-one, across

their common interface per unit volume of total aquifer.
Kdβ Partitioning coefficient in the β-continuum.
Dh Coefficient of dispersion in the HK-material.

The volumetric fractions obey the relationship:

nh + nl = 1. (7.5.19)

The two mass balance equations may also be rewritten in the form:

nhφhRdh
∂ch
∂t

= −∇·nhφh (chV −Dh · ∇ch)− fh→l, (7.5.20)

and
n�φ�Rdl

∂cl
∂t

= −fl→h, (7.5.21)

where
Rdβ ≡ 1 +

ρbaKdβ

nβφβ
(7.5.22)

denotes the retardation factor for the β-continuum, β = h, l.
We have here two balance equations in the two variables ca, a = h, l

(assuming that the velocity, V, in the HK-material can be determined from an
appropriate flow model). However, we need the value of the rate of exchange,
fh→l, appearing in these equations.

We now focus on the rate of exchange of a component between the LK-
and the HK-materials. Very often, in a double-continua transport model, as
considered here, the rate of transfer is expressed as

fh→l = α∗ (ch − cl) , (7.5.23)

in which ch and cl denote the average values of the concentrations in the HK-
and LK-domains, respectively, and α∗ is a transfer coefficient. Inherent in the
use of such an expression are the assumptions that the transfer coefficient, α∗,
is a constant, and that its value can be evaluated, like any other coefficient, by
model calibration. It can be estimated as the ratio ΣhlD∗/Δhl, in which Σhl
is the specific area of the HK-LK interface, D∗ is the diffusivity in the LK-
porous medium, and Δhl is a length that characterizes the distance between
the HK-LK interface and the interior of the LK-material (visualized as a
continuum).
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7.6 Eulerian-Lagrangian Formulation

So far, each of the balance equations presented in this section has been written
as an Eulerian formulation, i.e., from the point of view of what happens at
a fixed (macroscopic) point in space. However, a balance equation may be
written also as a Lagrangian formulation, viz., from the point of view of an
observer that moves with the considered (in this case, contaminant) quantity,
as it travels within the domain.

Let us rewrite (7.4.7) in the form:

θ
D c

Dt
≡ θ

(

∂c

∂t
+ V · ∇c

)

= ∇ · (θDh · ∇c)− ∂(ρbF )
∂t

− ρb(ks + λ)F − θ(kf + λ)c

+
∑

(m)

R
(m)
ext (x(m), t)δ(x− x(m))

[

c
(m)
R (x(m), t)− c(x, t)

]

, (7.6.1)

where Dc/Dt denotes the material derivative of c. The material derivative
appearing on the left-hand side of (7.6.1) is a Lagrangian expression. It ex-
presses the rate of change of a property, here c, of a fluid particle of a fixed
identity as it travels at the fluid’s velocity, V. In the absence of dispersion, ad-
sorption, decay, and sources, the right-hand side of (7.6.1) vanishes, reducing
the balance equation to

Dc
Dt
≡ ∂c

∂t
+ V · ∇c = 0. (7.6.2)

This may be interpreted as a statement that, under the assumptions specified
above, the concentration of a fluid particle does not change as that particle
travels. This is the Lagrangian formulation of the mass balance equation for
a considered component in the fluid.

Equation (7.6.1), in which the right-hand side does not vanish, is referred
to as a Eulerian-Lagrangian formulation of the component’s mass balance
equation. The Eulerian-Lagrangian formulation, (7.6.1), serves as a basis for
a number of numerical codes. The main advantage stems from the observation
that we have eliminated the advective flux—a term that produces numerical
dispersion when solving the model by numerical methods that are based
on finite difference and finite element techniques. This difficulty prompted
the development of numerical techniques that are based on the Eulerian-
Lagrangian formulation.

In the absence of adsorption, decay, and sources, (7.6.1) reduces to

θ
Dc

Dt
= ∇ · θ (Dh · ∇c) . (7.6.3)
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If we further assume that |cV| � |Dh ·∇c|, i.e., that advection dominates, the
component’s mass balance equation, (7.6.3), further reduces to (7.6.2), which
serves as a basis for the ‘advection only’ models discussed in Subs. 7.8.1.
The above condition for advection dominance can be expressed by a Peclet
number (Sec. 7.7):

Pe ≡ LcVc
Dhc

� 1, (7.6.4)

where Lc is a length characterizing changes in concentration within the do-
main, Vc is a characteristic velocity, and Dhc is a characteristic coefficient
of hydrodynamic dispersion. Thus, the (macroscopic) Peclet number defined
above represents the ratio between the advective and dispersive fluxes. At
the megascopic level (the so called ‘field level’), we should have used the
coefficient of mechanical dispersion, D, rather than Dh, representing hydro-
dynamic dispersion, as diffusion is negligible at the megascopic level, except
for very low velocities, so that Dh ≈ D = aLV , and the condition becomes Pe
= Lc/aL � 1.

If a relatively narrow zone of transition exists, across which concentration
varies significantly, we may have also to define a Peclet number that compares
the width of the transition zone with the transversal dispersivity. A detailed
discussion on the Peclet number is presented in Sec. 7.7.

There should not be any difficulty to extend the above discussion to a case
with adsorption, decay, and sources.

7.7 Evaluating Dominance of Effects

Before leaving the discussion on modeling contaminant transport, let us focus
attention on the various terms that appear in the mass balance equation for a
considered chemical species. Throughout this book, we have been emphasiz-
ing that each term in the balance equation expresses a contribution resulting
from some physical or chemical phenomenon: rate of accumulation (per unit
volume) due to advective flux, or due to dispersive flux, or to the total flux,
or rate of disappearance due to some sink activity, such as chemical reaction,
decay, or adsorption, etc. Obviously, not all these contributions are of the
same order of magnitude. It may, therefore, be of interest, once a complete
model has been developed, and before attempting to solve it, to analyze the
order of magnitude of the various terms (which express corresponding phe-
nomena) in order to investigate the possibility of deleting terms that express
non-dominant effects, thus simplifying the remaining model, without affect-
ing its solution significantly. The level of dominance of a term (representing
a physical phenomenon) is determined by comparing it with other terms that
appear in the same balance equation. Obviously, the magnitude of each term
is to be estimated for the range of conditions that prevail in a considered
problem.

We shall demonstrate the approach through two examples, following the
methodology presented by Bear and Bachmat (1990, 1992). In all cases, it is
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assumed that the macroscopic model is a valid description of the considered
phenomena.

Example 1: Consider the microscopic balance equation for a chemical species
that undergoes chemical reactions,

∂c

∂t
= − ∂

∂xi

(

cVi −Dij ∂c
∂xj

)

+
dc

dt

∣

∣

∣

∣

chem react

. (7.7.1)

The last term on the right-hand side expresses the rate (per unit fluid phase
volume) at which the considered component is produced by the chemical
reactions. For example, when the reactions are decay following a first order
kinetics, in which the component disappears, we would write

dc

dt

∣

∣

∣

∣

chem react

= −kfc. (7.7.2)

For radioactive decay, we usually use the same equation, with kf replaced by
the decay constant λ.

• Step1: For every dependent variable, independent variable, and coeffi-
cient that appears in the considered equation, we introduce a dimensionless
variable (denoted by an asterisk) that represents the ratio between the con-
sidered (dimensional) quantity and a corresponding characteristic quantity
denoted by subscript c, of the same dimension. In the example considered
here,

∂c

∂t
=
(

∂c

∂t

)∗ (Δc)c
(Δt)c

≡ ∂c∗

∂t∗
(Δc)c
tc

, (7.7.3)

∂cVi
∂xi

≡ c
∂Vi
∂xi

+ Vi
∂c

∂xi
= c∗

∂V ∗
i

∂x∗i

(ΔV )ccc
L

(V )
c

+ V ∗
i

∂c∗

∂x∗i

Vc(Δc)c
L

(c)
c

, (7.7.4)

∂

∂xi

(

Dij ∂c
∂xj

)

=
∂

∂x∗i

(

D∗
ij

∂c∗

∂x∗j

)

Dc(Δc)c
L

(c)2
c

, (7.7.5)

λc = λ∗c∗λccc, xi = x∗iL
(.)
c , (7.7.6)

where tc ≡ (Δt)c, and L(c)
c and L(V )

c are lengths characterizing spatial changes
in c and V, respectively, and Dc is a characteristic coefficient of dispersion.
We may relate these lengths to the gradients in the respective quantities, e.g.,

(ΔV )c
L

(V )
c

= max
∣

∣

∣

∣

dV

dx

∣

∣

∣

∣

, viz., L(V )
c =

|V |max

|dV/dx|max
, (7.7.7)

or we can use some characteristic length of the domain. Usually, we assume a
single common characteristic length, associated with all the domain’s dimen-
sions. We shall do so here, denoting it by Lc. This is not essential, as we could
proceed with different characteristic lengths. A similar discussion applies to
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the characteristic time, which may take on different values, depending on the
particular transported quantity and mode of transport. Here, tc denotes the
characteristic time for a change in concentration at a point in the domain.
We note that the characteristic rate of a process is inversely proportional to
its characteristic time.

Note that, at first, we made a distinction between cc and (Δc)c, but later,
we made them equal. The same is true for tc and (Δt)c. We have a charac-
teristic time for the total change in c, by all processes, but there may be a
characteristic time for individual processes, and they need not be equal.

The maximum velocity within a considered domain may be taken as the
characteristic velocity.

• Step2: We insert these relationships into the considered balance equa-
tion. Here, with tc = (Δt)c, Lc ≡ L

(c)
c ≡ L

(V )
c , we obtain:

∂c∗

∂t∗
(Δc)c
(Δt)c

= −c∗∂V
∗
i

∂x∗i
cc

(ΔV )c
Lc

− V ∗
i

∂c∗

∂x∗i

Vc(Δc)c
Lc

+
∂

∂x∗i

(

D∗
ij

∂c∗

∂x∗j

)

Dc(Δc)c
L2
c

− λ∗c∗λccc. (7.7.8)

• Step3: We rewrite the original balance equation in one of the three forms:

St
∂c∗

∂t∗
= − ∂

∂x∗i

(

c∗V ∗
i −

1
Pe
D∗
ij

∂c∗

∂x∗j

)

−DmIλ∗c∗, (7.7.9)

1
Fo

∂c∗

∂t∗
= − ∂

∂x∗i

(

Pe c∗V ∗
i −D∗

ij

∂c∗

∂x∗j

)

−DmIIλ∗c∗, (7.7.10)

St
Pe

∂c∗

∂t∗
= − 1

Pe
∂

∂x∗i

(

c∗V ∗
i −

1
Pe
D∗
ij

∂c∗

∂x∗j

)

−DmIIIλ∗c∗, (7.7.11)

in which, with cc denoting (Δc)c, Vc denoting (ΔV )c, and tc ≡ tc,accum,

St ≡ Lc
Vctc

=
Lc/Vc
tc

=
tc,adv

tc
= Strouhal number,

Pe ≡ LcVc
Dc =

L2
c/Dc
Lc/Vc

=
tc,diff

tadv
= Peclet number,

Fo ≡ tc
L2
c/D

=
tc

tc,diff
=

1
St Pe

= Fourier number,

DmI ≡ Lc/Vc
1/λ

=
tc,adv

tc,react
= 1st kind Damköhler number,

DmII ≡ L2
c/D
1/λ

=
tc,diff

tc,react
= Pe DmI = 2nd kind Damköhler number,
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DmIII ≡ DmI

Pe
=

DmII

Pe2 =
λD
V 2
c

=
tc,adv

tc,diff

tc,adv

tc,react
= 3rd kind Damköhler number. (7.7.12)

Note that the characteristic times of advection, diffusion, and chemical re-
actions, are, respectively:

tc,adv ≡ Lc
Vc

, tc,diff ≡ L2
c

Dc , tc,react ≡ 1
λ
. (7.7.13)

Since, if the reference (or characteristic) values are properly selected (see
discussion in Bear and Bachmat, 1990, 1992), the asterisk’ed terms are of
order one, the dominance of a term is determined by the magnitude of the
dimensionless numbers that appear in that term. We note that in (7.7.9),
the rate of accumulation by advection (= inverse of characteristic time of
advection) is used as a reference. In (7.7.10), the rate of accumulation by
diffusion (= inverse of characteristic time of diffusion) is used as a reference
time.

Lichtner (1993) pointed out that no matter how small the Damköhler num-
ber becomes, the system will always approach local equilibrium away from
an advancing front provided time increases indefinitely, i.e. asymptotically.

To better understand these statements, and the interpretation of these
numbers, let us take another step.
• Step4: Let us take the ratio between any two terms in (7.7.1) which
we wish to compare. For simplicity, consider a one-dimensional case. For
example,

|∂c/∂t|
|∂cV/∂x| = St

∂c∗/∂t∗

∂c∗V ∗/∂x∗
. (7.7.14)

Since every term with an asterisk is of order one, the Strouhal number, St,
indicates the ratio between two characteristic time intervals: that required for
a significant change in concentration to spread out throughout the considered
domain by advection, and that (tc ≡ tc,accum) required for local changes in
concentration to take place.

Example 2: Let us compare advective and diffusive fluxes:

|cV |
|D∂c/∂x| = Pe

c∗V ∗

D∗∂c∗/∂x∗
. (7.7.15)

Thus, the Peclet number gives the ratio between the advective and diffusive
fluxes. For Pe� 1, advection dominates over diffusion. For Pe� 1, diffusion
dominates.

One can easily interpret the Peclet number also as a ratio between two
time scales: one (tc,diff = L2

c/D) that is required for spreading by diffusion,
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the other (tc,adv = Lc/Vc) for spreading by advection. When the former time
scale is smaller than the latter, diffusion dominates over advection.

Example 3: Let us compare the rate of production of a source (here, a sink
due to radioactive decay) with the rate of accumulation (or spreading out)
by advection. This is expressed by the Damköhler number of the first kind
defined above. Again, this number may be interpreted as the ratio between
two characteristic times: that of advection, and that of production (= 1/λ).
It is also possible to define another (second kind) Damköhler number, by
replacing the time required for spreading by advection, by the time required
for spreading by diffusion, or by comparing the source term in the balance
equation (|λc|), with that expressing accumulation by diffusion (|∇ · D∇c|).
We obtain

DmII =
L2
c/D
1/λ

= Pe DmI . (7.7.16)

Note that DmII is independent of the characteristic velocity, and that DmIII

is not a ratio between two characteristic times. We refer to all three as
‘Damköhler numbers’, as they involve the characteristic time of reaction.

By examining whether a dimensionless number is much smaller or much
larger than unity, we may learn the relative significance of various transport
processes. Following are some examples:

• When DmI � 1, advection dominates over the source term. In other words,
the time required for transport by advection is much smaller than that
required for production or removal by the source. Conversely, when DmI �
1, the source term dominates over advection.

• When DmII � 1, the spreading of the contaminant by diffusion dominates
over the source term. In other words, the time required for spreading by
diffusion is much smaller than that required for production, or removal by
the source.

From (7.7.9) through (7.7.11), it follows that:

• When Pe� 1, transport by diffusion dominates over that by advection. If
also:

– DmII � 1, the reaction is referred to as a fast reaction.
– DmII � 1, the reaction is referred to as a slow reaction.

• When Pe� 1, transport by advection dominates over that by diffusion. If
also:

– DmI � 1, the reaction is referred to as a fast reaction.
– DmI � 1, the reaction is referred to as a slow reaction.

• When Pe � 1, and also DmII � 1, we have a process dominated by
advection and reaction. If also

– DmI � 1, the reaction is referred to as a (relatively) fast reaction.
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– DmI � 1, the reaction is referred to as a (relatively) slow reaction.

• When Pe� 1, and DmI � 1, the situation implies DmIII � 1; the process
is dominated by advection and reaction.

• When Pe� 1, and DmI � 1, the situation implies DmIII � 1; the process
is dominated by diffusion and reaction.

Example 4: The above discussion, related to the microscopic level, could
also be repeated for the macroscopic balance equation. For example, for the
case of (equilibrium) adsorption described by a linear isotherm, with constant
Kd, and for a constant porosity, this equation takes the form:

Rd
∂c

∂t
= −∇ · (cV −D · ∇c)− kfc. (7.7.17)

By applying the methodology presented above, we may define similar di-
mensionless numbers, this time at the macroscopic level, and use them to
identify non-dominant effects. In this case, D will be replaced by Dh (or by
D when aLV � D∗, with D∗ denoting the coefficient of molecular diffusion
in a porous medium). In the presence of adsorption, Rd �= 1, we replace V
in all the definitions of the dimensionless numbers, by the retarded velocity,
V/Rd, recalling that D is also replaced by D/Rd. In all dimensionless num-
bers, Lc denotes a characteristic length of the domain of interest. We also
use the retarded velocity, V/Rd, in the definition of the Strouhal number, St,
discussed below..

Once a balance equation has been written in a dimensionless form, the
dimensionless numbers may be employed to determine the dominance of pro-
cesses that are involved. For example, they may be used to determine whether
a reaction is fast or slow, with respect to other transport processes, and,
hence, whether the assumption of chemical equilibrium is permitted.

It may be of interest to note that the Reynolds number, Re, mentioned
in the discussion on the range of validity of Darcy’s law (Subs. 4.3.1), is
obtained by the same methodology as the ratio between inertial forces and
viscous ones in the macroscopic momentum balance equation.

Let us discuss two useful dimensionless numbers (Bear and Bachmat, 1990,
1992). One is the Fourier number, Fo(E) (see also Sec. 7.7):

Fo(E) =
|∇ ·D(E) · ∇e|c
|∂e/∂t|c =

t
(E)
c

L
(E)
c /D(E)

c

, (7.7.18)

which expresses the ratio between the time interval required for the intro-
duction of changes in the density of an extensive quantity (E) into a system,
say, in the vicinity of a point, and that required for these changes to spread
throughout the system by the dispersion-diffusion process.

The Strouhal number, St, was presented earlier. Let us introduce the sym-
bol St(E) and define it as
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St(E) =
|∂e/∂t|c
|∇ · eV|c =

L
(E)
c /Vc

t
(E)
c

. (7.7.19)

It expresses the reciprocal of the ratio between the time during which sig-
nificant changes in the density of an extensive quantity take place, and that
required for these changes to spread out throughout the system by advection.

In the next section, we shall discuss the case in which the appropriate
Peclet number is sufficiently large such that advection dominates. The mass
balance for a γ-component, say, (7.4.15) (noting all the assumptions under-
lying it), takes the form:

7.8 Transport Without Dispersion

7.8.1 Transport by advection only

So far in this chapter, we have been considering the movement of contami-
nants by the three modes of motion: advection, dispersion and diffusion, as
discussed in Sec. 7.1. In particular, in Subs. 7.1.5, we were led to the conclu-
sion that the dispersive flux must be taken into account as a mode of motion,
in addition to advection and molecular diffusion, which also appear at the
microscopic level of description. In spite of this conclusion, in many cases of
practical interest, sometimes (but certainly not always) as a first approxima-
tion, we may neglect both dispersion and molecular diffusion as fluxes that
are much smaller than the advective one, i.e.,

|cV| � |Dh · ∇c|, (7.8.1)

or, in indicial notation:

|cVi| �
∣

∣

∣

∣

aijk�
VkV�
V

∂c

∂xj
+D∗

ij

∂c

∂xj

∣

∣

∣

∣

, (7.8.2)

in which we recall that D∗
ij denotes the coefficient of molecular diffusion in a

porous medium.
According to the methodology presented in Sec. 7.7, we compare terms

that appear in a model, i.e., in the balance equation of an extensive quantity,
and delete terms that are much smaller than other ones. As exemplified in
(7.8.1), we compare fluxes, or other terms, recalling that each term in a
balance equation represents an added quantity per unit volume and unit
time, due to some process.

Let us apply this methodology to the case considered here. In order to
compare the terms appearing in (7.8.2), we introduce the following dimen-
sionless quantities, indicated by an asterisk (*) (except in D∗

ij , where the
asterisk symbol is already used for a dimensional quantity):
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(D∗
ij)

∗ =
D∗
ij

D∗
c

, a∗ijk� =
aijk�
ac

, c∗ =
(Δc)
(Δc)c

,

(

∂c

∂xj

)∗
=

∂c/∂xj
|∂c/∂xj|c =

∂c/∂xj

(Δc)c/L
(c)
c

, V ∗
i =

Vi
Vc
, (7.8.3)

where the subscript c denotes characteristic values, and the superscript iden-
tifies the quantity associated with the symbol. For example, L(c)

c denotes a
characteristic length for the spatial variation of c, i.e., a length over which c
undergoes a characteristic change, Δc. The characteristic values are selected
such that:

Vc =
∣

∣Vi
∣

∣

max
,

∣

∣

∣

∣

∂c

∂xj

∣

∣

∣

∣

c

=
∣

∣

∣

∣

∂c

∂xj

∣

∣

∣

∣

max

, D∗
c = Max|D∗

ij |, for all i, j,

(7.8.4)

(Δc)c = (Δc)
∣

∣

max
, L(c)

c =
(Δc)

∣

∣

max
∣

∣∂c/∂xj
∣

∣

max

, (7.8.5)

and ac is the largest value of the dispersivity components. For example, in
an isotropic porous medium, we may select ac = aL.

With these dimensionless quantities, let us start by comparing the diffusive
and dispersive flux, i.e.,

∣

∣

∣

∣

Dij
∂c

∂xj

∣

∣

∣

∣

≡
∣

∣

∣

∣

aijk�
VkV�
V

∂c

∂xj

∣

∣

∣

∣

�
∣

∣

∣

∣

D∗
ij

∂c

∂xj

∣

∣

∣

∣

. (7.8.6)

Inserting the dimensionless quantities, we obtain

Dc

L
(c)
c

∣

∣

∣

∣

D∗
ij

(

∂c

∂xj

)∗ ∣
∣

∣

∣

≡ acVc

L
(c)
c

∣

∣

∣

∣

a∗ijk�
V ∗
k V

∗
�

V ∗

(

∂c

∂xj

)∗ ∣
∣

∣

∣

� D∗
c

L
(c)
c

∣

∣

∣

∣

D∗
ij

(

∂c

∂xj

)∗ ∣
∣

∣

∣

.

(7.8.7)
Since the criteria for selecting the characteristic values are that all dimension-
less quantities appearing in the comparison of terms should be of the order
of magnitude of unity, the above condition reduces to

Pe(a,D∗) ≡ acVc
D∗
c

� 1, (7.8.8)

where Pe(a,D∗) is a Peclet number associated with the diffusive and dispersive
fluxes. Thus, when this Peclet number is much larger than one, these fluxes
may be neglected.

Employing the same procedure to compare the advective flux with the
dispersive one, we obtain:

|cVi| �
∣

∣Dij
∂c

∂xj

∣

∣

∣

∣

, ccVc|c∗V ∗
i | � Dc

(

∂c

∂xj

)

c

∣

∣

∣

∣

D∗
ij

(

∂c

∂xj

)∗ ∣
∣

∣

∣

, (7.8.9)
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cc
(∂c/∂xj)c

=
c|max

(∂c/∂xj)|max
= L(c)

c , P e(L(c),D) ≡ VcL
(c)
c

Dc
� 1. (7.8.10)

This means that advective flux dominates whenever this Peclet number,
which expresses the ratio between advective and dispersive fluxes, is much
larger than unity. Note that one may define all kinds of Peclet numbers, de-
pending on the selected length scale, and on the reference to the coefficients
of diffusion, or dispersion.

We can now return to the case in which the appropriate Peclet number
is sufficiently large such that advection dominates. The mass balance for a
γ-component, say, (7.4.15) (noting all the assumptions underlying it), takes
the form:

Rdφ
∂c

∂t
= −∇ · φcV. (7.8.11)

There should be no difficulty in writing analogous equations for other cases,
e.g., unsaturated flow, or when sources are present. We shall, therefore, con-
tinue the discussion by referring to (7.8.11).

When combined with the mass balance equation, which for the case of
steady, incompressible, saturated flow in a nondeformable porous medium
reduces to

∇ ·V = 0. (7.8.12)

Equation (7.8.11) can be written in the form:

DRc

Dt
= 0, (7.8.13)

where DRc/Dt (≡ ∂c/∂t+ (V/Rd(θ)) · ∇c) denotes the material derivative
from the point of view of a particle of a contaminant that travels at the
(retarded) velocity V/Rd(θ). For saturated flow, we replace θ by φ. We may
interpret (7.8.13) as stating that the concentration of a fixed particle of a
contaminant, say, described by its concentration, c, remains unchanged as
the particle is displaced at the retarded velocity, V/Rd (without adsorption,
Rd = 1), with V denoting the fluid’s velocity.

To get a better insight of the transport by advection only, let us rewrite
(7.8.13) for the case Rd = 1 in a two dimensional field of flow in the xy-plane,
in the form:

Dc

Dt
≡ ∂c

∂t
+ Vx

∂c

∂x
+ Vy

∂c

∂y
= 0. (7.8.14)

This is a linear hyperbolic partial differential equation in the three indepen-
dent variables, x, y, and t.

The solution of this equation, c = c(x, y, t), can, at least in principle, be
represented by lines of constant concentration of moving particles, referred
to as characteristic curves. The variation of concentration of a fixed particle
that moves along a characteristic curve vanishes, i.e.,
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dc ≡ ∂c

∂t
dt +

∂c

∂x
dx+

∂c

∂y
dy = 0. (7.8.15)

From the last two equations, we may conclude that the direction of the char-
acteristic curve is defined by the relationship:

1 : Vx : Vy = dt : dx : dy.

Hence,
dx = Vx dt, dy = Vydt. (7.8.16)

This means that the direction of a characteristic curve at a point coincides
with that of the velocity, or tangent to the streamline at that point. Thus,
in the model of advection only, the concentration of a fluid particle remains
constant as it moves along a streamline at the velocities it encounters along
the latter. In a case with adsorption, the above discussion remains valid, with
the velocity, V replaced by the retarded velocity, V/Rd, and the material
derivative replaced by DR(..)/Dt.

A particular velocity field of interest arises when pumping and injection
wells are superimposed on the natural flow in an aquifer. We shall discuss
such cases in the following subsection.

7.8.2 Velocity field

The velocity of a particle at a point at a certain instant can be obtained by
first solving for the piezometric head, h(x, t), and then using Darcy’s law and
the porosity, or the volumetric fraction of the fluid, in order to determine the
fluid’s velocity.

Of special interest is the case of steady two-dimensional horizontal flow in a
homogeneous aquifer (xy-plane) in which a number of pumping and injection
wells are operating. Each well may have its own schedule of operation, Q(t).
We shall use the symbol Q to denote the rate of both pumping and injection,
with a negative rate to indicate the latter. The flow field is assumed to be
quasi-steady; that is, any change in Q is assumed to be sufficiently slow such
that transient effects may be neglected. The velocity at time t of a fluid
particle, p, located at point (xp, yp), which is at a distance rp,m from the mth
well, located at point (xm, ym), is given by

Vp(xp, yp, t) = − Qm(t)
2πrp,mφB

, (7.8.17)

where Qm(t) denotes the well’s rate of discharge, B denotes the aquifer’s
thickness, and the negative sign indicates that the velocity points toward the
well for the case of pumping. The problem is a linear one and superposition is
permitted. Hence, together, all the wells produce at the considered point, a ve-
locity which is the vector sum of the velocities induced by the individual wells
that are active at that instant. With Vo denoting the undisturbed velocity
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of flow in the aquifer, viz., as produced by the regional natural groundwater
gradient (subject to boundary conditions, natural replenishment, etc.), not
associated with the wells, the position (xp

∣

∣

t+Δt
, yp

∣

∣

t+Δt
) of the particle at

time t +Δt, is given by:

xp
∣

∣

t+Δt
= xp

∣

∣

t
+

⎡

⎣Vox −
∑

(m)

Qm(t)
2πφB

xp
∣

∣

t
− xm

r2p,m

⎤

⎦Δt,

yp
∣

∣

t+Δt
= yp

∣

∣

t
+

⎡

⎣Voy −
∑

(m)

Qm(t)
2πφB

yp
∣

∣

t
− ym

r2p,m

⎤

⎦Δt,

rp,m =
√

(

xp
∣

∣

t
− xm

)2 +
(

yp
∣

∣

t
− ym

)2
. (7.8.18)

We recall that in the presence of adsorption, the movement of contaminant
particles is determined by the retarded velocity, equal to the fluid’s one di-
vided by Rd.

A front, or isochrone (≡ equal time), is the locus of all points that at some
earlier instant of time had a common property. For example, the property
may be a specific concentration. Another example of interest is the cluster
composed of all the particles that left an injection well at a specified time.

By applying (7.8.18) repeatedly to all points on a front (in practice, to a
selected number of such points (= particles) spaced along the front), for a
given time increment, and then repeating the procedure for successive time
increments, we can follow the movement of a front, say an iso-concentration
curve.

Because the velocity is infinite at a point source/sink, it is convenient
to start the process of displacing particles introduced through an injection
well at some finite small radius from the latter. Similarly, it is convenient to
assume that any particle reaching some small distance from a pumping well
is captured by the latter. Figure 7.8.1 shows the superposition of velocities
and frontal movement.

By locating contaminant particles on the rim of some initial plume of con-
taminated water in an aquifer, and employing the technique outlined above,
the movement of the plume can be followed. A case commonly encountered
in practice, is when pumping is employed as part of a ‘pump and treat’ tech-
nique to remove contaminants from an aquifer, often injecting the treated
water back into the aquifer. By tracing the advancing plume, the optimal lo-
cation and discharge rates of pumping and injection wells can be determined,
and cleanup time can be estimated.

The advantage of this approach, when applicable, is that one need not
solve for the distribution of piezometric heads, h = h(x, y, t), in the entire
field at the end of every time interval in order to determine the velocity.
Obviously, the effect of dispersion is not accounted for in this approach.
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Displaced front at t + Δt

Pumping well Q3

Injection well Q2

Injection well Q1 Initial front at t

Ai | t+tΔt

Ai | t

Figure 7.8.1: Superposition of velocities at an advancing front.

7.8.3 Travel time

From the above discussion, it follows that the incremental distance, Δs, trav-
eled by a contaminant particle at the velocity Vs, during a time interval, Δt,
can be determined from

Δs = Vs Δt. (7.8.19)

In two-dimensional flow in the xy-plane, when the particle is at a point (x, y),
the components in the x and y directions of its incremental displacement, Δs,
are defined, respectively, by:

Δx = Vx(x, y, t)Δt, Δy = Vy(x, y, t)Δt. (7.8.20)

We note that the velocity is taken here at the beginning of the time interval,
Δt, and is assumed to remain unchanged during that interval. We may regard
(7.8.20) as an integration of (7.8.16). Such an integration, equivalent to a
forward finite difference, is called Euler’s method.

If ds denotes a length increment along a streamline, the time required for
a contaminant particle to be displaced a distance s(t) along the streamline,
in the presence of adsorption described by a linear isotherm, is given by

t =
∫ s(t)

0

ds

Vs(s)/Rd
= −φRd

K

∫ s(t)

0

ds

∂h/∂s
. (7.8.21)

For the sake of simplicity, we may use Darcy’s law for saturated flow in an
isotropic porous medium to determine the component of the fluid’s velocity,
Vs, along the streamline.

When the piezometric head is derived numerically, we replace (7.8.21) by
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t =
∑

(i)

(Δt)i =
φRd
K

∑

(i)

(Δs)2i
(Δh)i

, (7.8.22)

in which (Δs)i is the displacement along the streamline during (Δt)i, and
(Δh)i is the drop in piezometric head along (Δs)i.

In unsteady flow, h = h(x, t) and the velocity (magnitude and direction)
may vary in time. We cannot define streamlines, but we may obtain flow lines,
which may be used to follow a particle as it is being displaced, recalculating
its velocity as it varies in time and space.

Altogether, the movement of contaminant particles may be determined in
two ways. We may be able to develop an analytic expression for the stream-
lines. For example, Bear (1979, p. 370) presents analytical expressions for
the streamlines in the case of a single pumping or injection well in uniform
flow, and for a ‘doublet’ composed of a pair of pumping and injection wells
in uniform flow, with an angle between the direction of the uniform flow and
that of the line connecting the two wells. Then, when the streamlines are
known, we can follow the displacement of contaminant particles along them.
When an analytic expression cannot be developed, which is always the case in
unsteady flow, we can obtain the displacement by moving the particle one in-
cremental displacement at a time, making use of the relationship Δs = VsΔt
for each such increment. Since the velocity, Vs, is determined at the begin-
ning of Δt, at the current location of the particle, an error is introduced due
to variations in velocity during Δt. The reason is that the displacement is
along the tangent to the streamline, rather than along the streamline. The
deviation is reduced by reducing Δt, and using higher order numerical inte-
gration methods, such as the trapezoidal rule, or Runge-Kutta methods. This
approach serves as a basis for a large number of computer programs used for
tracking particles as they move in a flow field (Delay et al., 1994; USEPA,
2005; Tompson, 1993).

Bear and Jacobs (1965) and Bear (1979, p. 282) studied the shape of an
advancing front separating a body of (say, tracer labeled) water injected into
an aquifer through a well from the indigenous, uniformly flowing, water in
the latter. They obtained their solution by tracking injected particles along
streamlines originating at the well.

7.9 Multiple Components and Reactive Transport

Only a few examples, namely, a radioactive decay chain, and relatively sim-
ple cases of chemical reactions, both with adsorption, are included in this
section. Precipitation/dissolution reactions are fundamentally different from
adsorption reactions in that an isotherm approach does not exist (Lichtner
and Carey, 2006).
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7.9.1 Radionuclide decay chain

We consider the case of a single liquid phase (e.g., an aqueous phase) that
occupies part of the void space at a liquid volumetric fraction, θ. Let a chain
of species that undergo decay due to radioactive disintegration,

A1 → A2 → A3 → . . .→ AN , (7.9.1)

be present as solutes in the liquid.
When determined with respect to a unit volume of the phase, the rate of

decay is related to the current concentration. For example, assuming this rate
to be linearly proportional to the current mass, we have for the concentration,
cγ , of a γ-species:

dc1

dt

∣

∣

∣

∣

rad

= −λ1c1,

dcγ

dt

∣

∣

∣

∣

rad

= −λγcγ + λγ−1cγ−1, γ = 2, 3, . . . , N, (7.9.2)

where λγ is the decay rate constant. We notice that the rate of change of
species γ(= 2, 3, . . .), is equal to the sum of its loss through decay (negative),
which is proportional to the current species concentration cγ , and its gain
through production (positive), which is proportional to the concentration of
the preceding species in the chain, cγ−1. Given an initial set of species con-
centrations cγo , the set of ordinary differential equations (7.9.2) can be solved
(Bateman, 1910). It is obvious that the concentration of the first species is

c1 = c1oe
−λ1t, (7.9.3)

and of species 2

c2 = c2oe
−λ2t +

c1oλ
1

λ2 − λ1

(

e−λ
1t − e−λ

2t
)

. (7.9.4)

Expressions for the subsequent species are lengthier and can be found in
Sadana (1991, p. 74). In the above, c1, c2, . . . , cN are each a function of space
and time, and often λN = 0, i.e., a stable species.

Bateman (1910) provided a solution of first-order chain reactions in batch
reactors. To derive analytical solutions for radionuclide transport with such
first-order chain reactions, Sun et al. (1999a) developed a linear transform.
Equation (7.9.1) can be written in matrix form as
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dc
dt

= Ac =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−λ1 0 · · · 0 0 · · · 0 0
λ1 −λ2 · · · 0 0 · · · 0 0
...

...
...

...
...

...
...

...
0 0 · · · λi−1 −λi · · · 0 0
...

...
...

...
...

...
...

...
0 0 · · · 0 0 · · · λN−1 −λN

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

c. (7.9.5)

The reaction matrix A can be diagonalized,

A = SΛS−, (7.9.6)

where
Λ = diag(A), (7.9.7)

and S and S− are transform matrices

S(i, j) =

⎧

⎨

⎩

(−1)i−j
∏i−1
l=j

λl

λj−λl+1 , j < i

1 j = i
0 j > i

,

S−(i, j) =

⎧

⎨

⎩

∏i−1
l=j

λl

λl−λi , j < i

1 j = i
0 j > i

. (7.9.8)

Multiplying by S−, (7.9.5) is transformed into the following set of uncoupled
equations:

da
dt

=
d(S− c)

dt
= ΛS− c =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−λ1 0 · · · 0 · · · 0
0 −λ2 · · · 0 · · · 0
...

...
...

...
...

...
0 0 · · · −λi · · · 0
...

...
...

...
...

...
0 0 · · · 0 · · · −λN

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

a. (7.9.9)

In the transformed domain, a = S− c. The ODE’s are independent, and the
solution is:

ai = ai0e
−λit. (7.9.10)

Finally, the solution in the c-domain is

c = Sa. (7.9.11)

Sun et al. (1999) proved that Bateman equation (1910) is a special case
of the transform for first-order chain reaction in a batch reactor. Sun et al.’s
(1999) transform has been used recently for deriving analytical solutions of
radionuclide transport with first-order chain reactions.
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Let us assume that each of the radioactive species can also be adsorbed
onto the solid matrix, that equilibrium conditions prevail, and that a linear
isotherm is applicable, say (7.3.66), with K1

d ,K
2
d , . . . , K

N

d denoting the re-
spective distribution coefficients. Obviously, the coefficient is equal to zero
for a species that does not adsorb. The net increase in the mass of a species
results from the reduction due to radioactive decay, simultaneously with an
increase due to the decay of the species that precedes it in the chain. Accord-
ingly, the source term for a γ-species in the liquid phase takes the form:

ρΓ γ = −λγcγ + λγ−1cγ−1. (7.9.12)

For the γth species on the solid, the source term becomes:

Γ γs = −Kλ
dλ

γcγ +Kγ−1
d λγ−1cγ−1, (7.9.13)

with γ = 1, 2, . . . , N , and co = 0. We have assumed the same rates of decay
for a species in the liquid and on the solid. They may be different.

Inserting these expressions into the mass balance equation (7.4.8) for the
γth species, leads to

∂(θRγdc
γ)

∂t
= − ∇ · (cγq− θDγ

h · ∇cγ)
− θ(λγRγdc

γ − λγ−1Rγ−1
d cγ−1), (7.9.14)

where

Rγd ≡ 1 +
ρbK

γ
d

θ
(7.9.15)

is the retardation factor for the γth species. In the case of a single liquid
that occupies the entire void space, we replace the moisture content, θ, by
the porosity, φ.

Equations in (7.9.14), with γ = 1, 2, . . . , N , represent N equations to be
solved simultaneously for the N concentrations, cγ .

7.9.2 Chemically reacting species

In a problem of subsurface contamination, we are interested in predicting the
future concentrations of one or more specific species. However, these species
may interact chemically with other species present in the considered phase
or phases, such that we often have to consider all the interacting species,
simultaneously. Hence, let us start by considering the case of interacting
species within a phase that occupies the entire void space or part of it.

A. Rate of reaction

Let NS denote the number of γ-species, γ = 1, 2, ...,NS, that participate in
chemical reactions within a liquid phase. We shall use the symbols cγ and
[cγ ] (= cγ/Mγ) to denote the mass and molar concentrations, respectively, of
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a γ-species, with Mγ denoting the molar mass of γ. Together, the NS chem-
ical species participate in NR (<NS) independent chemical reactions. Each
reaction is described by a stoichiometric equation, which can symbolically be
represented in the form of (7.3.17). Usually, an individual γ-species partici-
pates only in NJγ (<NR) of these reactions. However, if we use νγj = 0 for
the stoichiometric coefficient of a γ-species that does not participate in the
jth reaction, we may write the NR stoichiometric equations in the form:

∑

(γ)

νγjMγ = 0,
{

j = 1, 2, ...,NR,
γ = 1, 2, ...,NS,

⎧

⎪

⎪

⎨

⎪

⎪

⎩

νγj > 0, for products,
νγj < 0, for reactants,
νγj = 0, for species that do

not participate,
(7.9.16)

in which the Mγ and νγ denote the chemical symbol of a γ-species and its
corresponding stoichiometric coefficient.

It may not always be obvious which reactions, within a given set of reac-
tions, are really independent of each other. Certain mathematical techniques
may have to be employed in order to determine the number of independent
equations that describe these reactions. Here, we shall assume that we already
know which are the NR independent reactions.

In general, the rate of a homogeneous reaction can be expressed by a rate
law of the form:

Rr,j = f ′
j ([γ1], [γ2], . . . , [γNS], p, T ) ≡ fj([cγ ], p, T ), (7.9.17)

i.e., a function of pressure, p, temperature, T , and the molar concentrations
(or concentrations), of all the species that participate in that reaction.

B. Mass balance equation

We may start from the mass balance equation (7.2.20). When homogeneous
chemical reactions are the only source of γ, the rate of production of γ per
unit volume of porous medium, due to such reactions, is expressed as θρΓ γ .
We may write this rate in the form (Subs. 7.3.2):

θρΓ γ = θ
∑

(j)

dcγ

dt

∣

∣

∣

∣

jth homreact

= θ
∑

(j)

Mγ d[c
γ ]

dt

∣

∣

∣

∣

jth hom react

= θMγ
∑

(j)

νγj Rr,j = Mγ
∑

(j)

νγj Rpm, j , (7.9.18)

where Rpm, j(≡ θRr,j) denotes the rate of the jth reaction, expressed in terms
of the number of reacting moles per unit volume of porous medium.

Heterogeneous reactions give rise to the source term fγα→β in (7.2.20). It
can be expressed as
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fγα→β = Mγ
∑

(j)

νγj Rr,jΣαβ = Mγ
∑

(j)

νγj Rpm, j , (7.9.19)

where Rpm, j(≡ Rr,jΣαβ) is the reaction rate per unit volume of porous
medium, and Σαβ is the surface area of the αβ-interface, per unit volume
of porous medium. Thus, the sum of all source terms in the balance equation
is given, symbolically, by:

θρΓ γ + fγβ→α = Mγ
NR′
∑

j=1

νγj Rpm, j , (7.9.20)

where NR′ refers to both homogeneous and heterogeneous reactions. In this
equation we have assumed that for the heterogeneous reactions, the flux of the
γ-species is from the β- to the α-phase and the corresponding νγj coefficients
are positive.

Let us introduce the balance operator symbol, B(..), defined as

B(c) ≡ ∂

∂t
θc+∇ · θ (cV −Dh · ∇c) . (7.9.21)

It expresses the net rate of accumulation of the γ-species, per unit volume of
porous medium. When we consider a model that involves a number of fluid
phases, we shall use the symbol Bα(cγα), in which Vα is the velocity of the
α-phase in the mass balance equation of the γ-species in the α-phase.

When adsorption is the sole heterogeneous reaction, we may use the symbol
Bads(c

γ
ads), defined by

Bads(c
γ
ads) ≡

∂cγads

∂t
Σs� ≡ ∂(ρbF γ)

∂t
, ρbF

γ ≡ cγadsΣs�, (7.9.22)

to express the mass of an adsorbed γ-species added by adsorption to the
surface of the solid phase, per unit volume of porous medium. The symbol
cγads denotes the concentration of the γ-adsorbate, in mass of γ per unit
surface area of the solid, and Σs� denotes the surface area of the solid, per
unit volume of porous medium.

We note that from the linearity of the B operator, it follows that:

B([cγ ]) =
1
Mγ
B(cγ), (7.9.23)

where Mγ is the molecular mass of the species. Therefore, B([cγ ]) is, formally,
equal to the net rate of accumulation of the γ-species, in number of moles
per unit volume of porous medium.

In general, because Dh depends on the coefficient of molecular diffusion,
the operator B depends on the considered component. However, in what
follows, we shall first assume that B is independent of γ. After that, we shall
consider the more general case of a γ-dependent B, denoting it as Bγ.
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For the NS interacting species that are present in the fluid phase, we have
NS mass balance equations of the form of (7.2.20), with the source term given
by (7.9.20). In terms of the B(cγ), we can express the balance equations for
all γ-species present in the pore space in the compact form:

B(cγ) = Mγ
NR′
∑

j=1

νγj Rpm, j , γ = 1, 2, ...,NS, (7.9.24)

where Rpm, j is defined in (7.9.18), and NR′ refers to the total number of
homogeneous and heterogeneous reactions. Or, in terms of the molar concen-
tration, in the form:

B([cγ ]) =
NR′
∑

j=1

νγj Rpm, j , γ = 1, 2, ...,NS. (7.9.25)

In each of the above sets of NS mass balance equations, we have NS molar
concentration variables, say [cγ ]. If all reaction rates, Rpm, j , are assumed to
be known functions of the concentrations, then we have NS equations in NS
unknowns. However, often, some or all of the reaction rates are not known. On
the other hand, because of the mass action law, not all species’ concentrations
are independent of each other, and some of the balance equations become
redundant.

C. Primary and secondary species

Consider a set of (homogeneous) equilibrium reactions, written in the nota-
tion of (7.3.18) as

∑

(γ)

νγrMγ ⇀↽ 0, r = 1, . . . ,NR, (7.9.26)

whereMγ (γ = 1, . . . ,NS) denotes the species in the reactions, with NS equal
to the number species and NR equal to the number of reactions. Note that if
a species doesn’t take part in a reaction, we just set νγr = 0. We assume that
the reactions are independent, i.e., no reaction can be written in terms of a
combination of other reactions. This condition is equivalent to saying that
the rows of the matrix of stoichiometric coefficients,

⎡

⎢

⎢

⎢

⎣

ν1
1 ν2

1 ν3
1 . . . νNS

1

ν1
2 ν2

2 ν3
2 . . . νNS

2
...

...
...

. . .
...

ν1
NR ν2

NR ν3
NR . . . νNS

NR

⎤

⎥

⎥

⎥

⎦

, (7.9.27)

are, in the terminology of linear algebra, linearly independent. It is, then,
always possible to rewrite the given set of reactions in the form:
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Qr ⇀↽

NC
∑

γ=1

λγrP
γ , r = 1, . . . ,NR, γ = 1, . . . ,NC, λγr = −

NR
∑

r=1

νγr [νr]−1,

(7.9.28)
where the Pγ (γ = 1, . . . ,NC)’s are the set of NC primary, or basis, species,
also referred to as components (see below), the Qr’s (r = 1, . . . ,NR) are the
set of secondary species, and λγr is another kind of stoichiometric coefficients
(see the references given by Lichtner (1996)). Note that a distinct secondary
species is associated with each reaction, while all other species in the reaction
are primary. This equivalent representation of the set of reactions is called
a canonical form. For a given set of reactions, this form is not necessarily
unique. It is constructed by first identifying a (non-unique) set of NC =
NS− NR primary species from which all other NR species can be expressed
through the appropriate reactions.

The canonical form is convenient for cataloging and storing properties of
reactions in a database, with the common ionic forms of each element often
used as the primary species (e.g., the common ionic forms of iron are Fe2+ and
Fe3+). All species participating in a reaction can be written in terms of their
primary forms; their properties can be stored together with the stoichiometric
coefficients for the canonical reaction associated with each of the secondary
species. A table of values for the equilibrium constant, Kr, of the reactions
can also be stored for different temperatures.

An important advantage of the canonical form is that the law of mass
action for each reaction takes the form:

{Qr} =
1
Kr

NC
∏

γ=1

{Pγ}λγ
r , (7.9.29)

so that the activity (denoted as {..}) of each secondary species is expressed
directly in terms of those of the primary species.

In Subs. 1.3.1, we defined components as the smallest set of species required
to completely define the chemical composition of a phase under equilibrium
conditions. Thus, the primary species may be considered as the components
of such a system. Note that the set of components is not unique.

The chemical analysis of an aqueous solution is often reported in terms of
the number of moles of the various elements in the system. It is possible to
translate the number of moles of each element into the corresponding number
of moles of each primary species. As illustrated in the following example, this
translation can be easily done by associating a unique primary species with
each element.

Example of the canonical form

Consider the set of reactions:

OH− + H+ ⇀↽ H2O,
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CO2−
3 + H+ ⇀↽ HCO−

3 ,

CO2(aq) + H2O ⇀↽ HCO−
3 + H+, (7.9.30)

HSiO−
3 + H+ ⇀↽ SiO2(aq) + H2O.

Selecting H+, H2O, HCO−
3 , SiO2(aq) as the set of primary species, the

canonical form of the reactions is

OH− ⇀↽ −H+ + H2O,
CO2−

3
⇀↽ −H+ + HCO−

3 ,

CO2(aq) ⇀↽ H+ −H2O + HCO−
3 , (7.9.31)

HSiO−
3
⇀↽ −H+ + H2O + SiO2(aq).

Suppose an experimental analysis of a solution yields the number of moles
of the elements: H, O, C, and Si. To convert to the amount of each primary
species, we may associate each mole of H+ with one mole of H, each mole of
H2O with one mole of O, each mole of HCO−

3 with a mole of C, and each
mole of SiO2(aq) with one mole of Si.

An alternative canonical form is obtained by choosing OH−, H2O, CO2−
3 ,

HSiO−
3 as the set of primary species. We then obtain:

H+ ⇀↽ −OH− + H2O,
HCO−

3
⇀↽ −OH− + H2O + CO2−

3 ,

CO2(aq) ⇀↽ −2OH− + H2O + CO2−
3 , (7.9.32)

SiO2(aq) ⇀↽ HSiO−
3 −OH−.

We may associate each mole of OH− with a mole of O, each mole of H2O
with two moles of H, each mole of CO2−

3 with a mole of C, and each mole of
HSiO−

3 with a mole of Si.

D. Speciation

The procedure for determining the concentrations of all species in a given
chemical system under equilibrium, given the total amount of all relevant
components is called speciation. Here, we consider speciation within a single-
phase solution. However, taking into account also heterogeneous (inter-phase)
reactions, we may consider also speciation in a multiphase system.

Let nγtotal denote the molar fraction of the γ component (= basis species)
contained within all species in a solution (i.e., number of γ-moles per mole
of solution). Then, the molar balance equations for the components are

nγtotal = nγ +
∑

(r)

λγrn
′r, γ = 1, . . . ,NC, (7.9.33)

where nγ is the mole fraction of the γ-component, subscript r runs over all
reactions, the n′r’s are the mole fractions of the secondary species associated



488 MODELING CONTAMINANT TRANSPORT

with the rth reaction, and the λγr ’s are the stoichiometric coefficients for
the γ-components in the rth reaction. Note that this yields a system of NC
equations, where NC is the number of components.

The mole fractions can be written in terms of molar concentrations by the
relationships

nσ = m̂σ/
∑

(δ)

m̂δ, (7.9.34)

where the sum is taken over all species. Therefore, (7.9.33) can be viewed
as written in terms of molar concentrations, m̂δ, thus constituting the set of
unknown variables that needs to be determined.

We also need the system of NR equations given by (7.9.29). It is assumed
that the activity of each species is a known function of the m̂δ’s, using, for
example, (7.3.44) and (7.3.45), so that (7.9.29) is a system of equations with
m̂δ as the unknown variables. Therefore, (7.9.29) and (7.9.33) together form
a system of NC + NR = NS equations in the NS unknowns, m̂δ. This system
is nonlinear, and, therefore, it must, usually, be solved by numerical means.

Because, in many cases, the concentrations of certain species can vary by
many orders of magnitude, it is, usually, preferable to use the logarithm of
concentrations as the unknown variables, in order to avoid an ill-conditioned
system of equations (Wolery, 1983). In some cases, the set of primary species
may have to be changed in order to obtain a suitable set.

PHREEQC (Appelo and Postma, 2005; Parkhurst and Appelo, 1999) is
probably the most commonly used public-domain computer program de-
signed to perform a wide variety of low temperature aqueous geochemi-
cal speciation calculations for natural waters of the kind described above.
It is based on the ion-association aqueous model described above. It can:
(1) perform speciation and saturation-index calculations in a batch-reactor.
It can also solve a one-dimensional flow and transport model involving
reversible reactions, which include aqueous, mineral, gas, solid-solution,
surface-complexation, and ion-exchange equilibria, and irreversible reactions,
such as specified mole transfers of reactants, kinetically controlled reactions,
mixing of solutions, and temperature changes. In fact, PHREEQC can also
perform inverse modeling, which finds sets of mineral and gas mole transfers
that account for differences in composition between waters, within speci-
fied compositional uncertainty limits. PHREEQC version 2, can also per-
form: kinetically controlled reactions, solid-solution equilibria, fixed-volume
gas-phase equilibria, variation of the number of exchange or surface sites
in proportion to a mineral or kinetic reactant, diffusion or dispersion in 1-
D transport, 1-D transport coupled with diffusion into stagnant zones, and
isotope mole balance in inverse modeling.

E. Equilibrium reactions

We start from the case in which all reactions are in equilibrium, i.e., NR =
NReq. In Subs. 7.3.2, we saw that any set of independent equilibrium reactions
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can be transformed into the canonical form:

Qi ⇀↽

NC
∑

j=1

νPj

i Pj , i = 1, . . . ,NR (= NReq), (7.9.35)

in which Pj (j = 1, . . . ,NC) is the set of primary species (or components), Qi

(i = 1, . . . ,NReq) is the set of secondary species, and νPj

i denotes the stoichio-
metric coefficient of the ith canonical reaction associated with the primary
species Pj . Here, NC = NS − NReq is the number of components. When
the reactions are written in a canonical form, then the system of balance
equations (7.9.25), becomes

B([cQ
i

]) = −Rpm i, i = 1, 2, . . . ,NReq, (7.9.36)

B([cP
j

]) =
NReq
∑

i=1

νPj

i Rpm i, j = 1, 2, . . . ,NC. (7.9.37)

Substituting the reaction rates, Rpm i, from (7.9.36) into (7.9.37), gives

B([cP
j

]) = −
NReq
∑

i=1

νPj

i B([cQ
i

]), j = 1, 2, . . . ,NC. (7.9.38)

From the linearity of the balance operator, we then obtain

B([c∗Pj

]) = 0, j = 1, 2, . . . ,NC, (7.9.39)

where the total concentration (in units of molar concentration) of a primary
species, Pj , is defined as

[c∗Pj

] ≡ [cP
j

] +
NReq
∑

i=1

νPj

i [cQ
i

], j = 1, 2, . . . ,NC. (7.9.40)

Note that the total molar concentration [c∗Pj

] can be positive or negative,
depending on the sign of the stoichiometric coefficients νPj

i , and the relative
magnitudes of the primary and secondary species concentrations (Lichtner,
1985).

Any given set of reactions written in canonical form can lead to a unique
decomposition of every species in terms of the primary species. For example,
if CO2−

3 , and H+ are primary species, then one mole of the secondary species
H2CO3 contains one mole of CO2−

3 , and two moles of H+. In this way, it
is possible to consider the total number of moles of a primary species as it
exists within all species present in a system. This number, per unit volume
of the phase, is defined as the total concentration of the primary species. It is
common to associate a chemical element with a primary species, where the
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element is a constituent of the primary species. If there are N moles of an
element per mole of primary species, and the element does not occur in any
other primary species, then the total concentration of that element is equal
to N times the total concentration of the primary species.

The set of NC balance equations (7.9.39) must be solved in terms of the
total concentrations, [c∗Pj

]. Note that the equations are decoupled, so that
they may be solved individually. Boundary conditions and initial conditions
involving the primary species must be expressed in terms of the total con-
centration, using the mass action law (7.9.29).

For a dilute solution, the mass action law is given by (7.3.78), which is
rewritten here as:

[cQ
i

] =
1

K ′
eq i

NReq
∏

j=1

([cP
j

])ν
Pj

. (7.9.41)

Then, substituting this expression into (7.9.40), gives:

[c∗Pj

] ≡ [cP
j

] +
NReq
∑

i=1

⎛

⎝

νPj

i

K ′
eq i

NReq
∏

j=1

([cP
j

])ν
Pj

⎞

⎠ , j = 1, 2, . . . ,NC, (7.9.42)

which is a function solely of the primary species concentrations. Thus, in this
case, the total concentrations are easily computed from the primary species
concentrations. However, in order to obtain the primary species concentra-
tions from the total concentrations, a nonlinear equation must, in general, be
solved numerically. Once the primary species are found, then (7.9.41) can be
used to obtain the concentrations of the secondary species.

When the dilute solution assumption is not valid, the law of mass action
to be used is (7.9.29), which is rewritten here as

{

Qi
}

=
1

Keq i

NReq
∏

j=1

{

Pj
}νPj

, (7.9.43)

where the {..}’s denote the activities of the species, each of which is usu-
ally some nonlinear function of the other species concentrations. Thus, to
convert from primary concentrations to total concentrations, as required for
the initial and boundary conditions, we need to first find the concentrations
of the secondary species in terms the primary species by solving the non-
linear system of equations presented in (7.9.43), and then substitute these
concentrations into (7.9.39).

F. Nonequilibrium reactions

We now consider the case where some of the reactions are kinetic, i.e, not
in equilibrium (say, NReq < NR). Let NRne (= NR − NReq) represent the
number of nonequilibrium reactions. As in the case of equilibrium, we select
the primary and secondary species on the basis of the canonical form of the
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equilibrium reactions. As before, the stoichiometric coefficients are denoted
as λPj

i . The nonequilibrium reactions do not have to be expressed in any
special form; they include the usual stoichiometric coefficients, νγk , for the γ-
species participating in the kth nonequilibrium reaction (k = 1, 2, . . . ,NRne).
However, it is often convenient to write them also in canonical forms. If there
are no equilibrium reactions, then there are no secondary species, and all
species are primary. The resulting balance equations are:

BQi

([cQ
i

]) = −Req
pm i +

NRne
∑

k=1

νQi

k Rne
pm k, i = 1, 2, . . . ,NReq, (7.9.44)

BP
j

([cP
j

]) =
NReq
∑

i=1

νP
j

i Req
pm i +

NRne
∑

k=1

νP
j

k Rne
pm k, j = 1, 2, . . . ,NC, (7.9.45)

where the number of components is given by NC ≡ NS−NReq. Note that now
we have allowed the balance operator to be different for different γ-species,
so that the coefficient Dh can depend on the relevant species, say, because
of molecular diffusion. Also, some of the species may now be immobile on
the solid phase, or they may have different advective velocities, such as in
the case of colloids, or in the presence of ion exclusion phenomena. We have
also made a distinction between the equilibrium reaction rates, Req

pm i, and
the nonequilibrium reaction rates, Rne

ki . We assume that the Rne
ki ’s are known

functions of the species concentrations.
By substituting the equilibrium reaction rates appearing in (7.9.44) into

(7.9.45), we obtain the system of balance equations:

BPj

([cP
j

]) +
NReq
∑

i=1

νPj

i BQi

([cQ
i

]) =
NRne
∑

k=1

aPj

k Rne
pmk, j = 1, 2, . . . ,NC, (7.9.46)

where

aPj

k ≡ νPj

k +
NReq
∑

i=1

λPj

i νQi

k . (7.9.47)

This set of NC partial differential equations, combined with the NReq alge-
braic equations (7.9.43), gives a total of NS equations in the NS unknown
species concentrations, [cγ ]. This type of coupled equations is called a system
of algebraic-differential equations (ADE) (although the term is most often
used in the context of ordinary, not partial, differential equations).

We may express (7.9.46) by using the total concentrations as the un-
knowns, as long as the Bγ-operators are independent of γ. However, this may
not be advantageous whenever the nonequilibrium rates, Rne

ki , are functions of
the species concentrations, instead of the total concentrations. In some cases,
it may be better to simply regard the species concentrations as the unknown
variables. If the solution is dilute, the mass action law, (7.9.41), can be used to
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eliminate the secondary species concentrations, reducing (7.9.46) to a smaller
set of NC balance equations, with NC primary species concentrations, ĉP

j

,
The system of equations described above can be quite nonlinear and the

involved concentrations may vary over many orders of magnitude, causing
the system to be numerically ill-conditioned. To overcome this difficulty, the
logarithm of the concentrations are often used as the unknown variables in-
stead of the concentrations themselves, similar to what is done in dealing
with speciation (Subs. 7.9.2D). Also, whenever the concentration of a pri-
mary species becomes very small, the set of primary variables may have to
be changed.

We emphasize that (7.9.46) may include equilibrium solid-fluid reactions
through the corresponding mass action law (7.9.43), and nonequilibrium re-
actions through appropriate mass balance equations and reaction rates. We
also recall that we have referred to the exchange of a species between two
adjacent phases as a ‘heterogenous reaction’; it may occur under equilibrium
or nonequilibrium conditions. It is, thus, included in this analysis. In fact,
the method of summing component balance equations to eliminate exchange
terms, which we have presented earlier for heterogeneous reactions, is a spe-
cial case of the more general procedure presented here. Let us demonstrate
the above procedure through a few examples.

Example 1. Consider a case of saturated flow, with two chemical species, A
and B (NS = 2), which participate in a single fast chemical reversible reaction
A ⇀↽ B (NR = 1). We assume that the system is continuously in equilibrium
(NReq = 1). The reaction is already written in its canonical form:

A ⇀↽ B, λB = 1, (7.9.48)

where A is a secondary species and B is the primary species. The two mass
balance equations are:

B([cA]) = −Rpm,

B([cB]) = λBRpm = Rpm, as λB = 1, (7.9.49)

leading to the balance equation

B([cA] + [cB]) ≡ B([c∗B]) = 0. (7.9.50)

The component with total concentration [c∗B] is a conservative one. No
sources appear in its balance equation.

We now solve the last equation for [c∗B] = [c∗B](x, t) within the considered
domain, subject to appropriate initial and boundary conditions on [c∗B]. Since
we have assumed equilibrium conditions, we use the mass action law for a
dilute solution,

K ′
eq =

[cB]
[cA]

, (7.9.51)
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to solve algebraically for [cA] and [cB]:

[cA] =
1

1 +K ′
eq

[c∗B], [cB] =
K ′

eq

1 +K ′
eq

[c∗B]. (7.9.52)

We note that in this problem, we have two chemical species, but only one
chemical degree of freedom (for which a PDE has to be solved).

Example 2. We return to the first example of A ⇀↽ B, but now the chemical
reaction is slow, i.e., the system is under nonequilibrium conditions. For this
case, Rpm = θf ′([cA], [cB]). For example, f ′([cA], [cB]) = k[cA][cB].

Again, with νA = −1, νB = 1, the two balance equations are:

B([cA]) = νARpm = −θf ′([cA], [cB]),
B([cB]) = νBRpm = θf ′([cA], [cB]). (7.9.53)

By eliminating f ′([cA], [cB]), we obtain the PDE:

B ([cA] + [cB]) ≡ B([c∗B]) = 0. (7.9.54)

We solve this homogeneous PDE, subject to appropriate initial and boundary
conditions. We obtain the solution in the form of [c∗] = [c∗B](x, t). We then
have to solve another, this time inhomogeneous PDE,

B ([cB]) = θf ′ ([c∗B]− [cB], [cB]) , (7.9.55)

for [cB]. Finally, we compute [cA](x, t) by using [cA] = [c∗B]− [cB].
In Example 1, the number of chemical degrees of freedom was one. Here

it is two, since we cannot use the law of mass action. Therefore, we need to
solve for two unknowns, [c∗B] and [cB].

Example 3. As a second example of equilibrium reactions, we consider the
case of the carbonate system. This system contains NS = 7 chemical species:

H2O, OH−, H+, H2CO3, HCO−
3 , CO2−

3 , CO2(aq),

which participate in the following NReq = 4 equilibrium chemical reactions:

H2O ⇀↽ H+ + OH−,
H2CO3 ⇀↽ HCO−

3 + H+,
HCO−

3
⇀↽ CO2−

3 + H+,
CO2(aq) + H2O ⇀↽ H2CO3.

(7.9.56)

Thus, the number of components is NC = NS - NReq = 3.
The carbonate system is important, because, in natural systems, it includes

some of the important reactions affecting the pH (≡ − log aH+
), which has

a major effect on other aqueous and mineral reactions. Note that in the
above example, we have ignored carbonate complexes involving cations such
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as MgCO3, CaCO3, CaHCO+
3 , and MgHCO+

3 . Also note that CO2(aq) and
H2CO3 are usually treated as equivalent species.

For the sake of illustration, let us select the species

P1=H+, P2=H2CO3, P3=H2O,

as the primary species, and

Q1=OH−, Q2=HCO−
3 , Q3=CO2−

3 , Q4=CO2(aq),

as secondary species.
The corresponding reactions, written in canonical form, are given by:

R1: OH− ⇀↽ H2O - H+,
R2: HCO−

3
⇀↽ H2CO3 - H+,

R3: CO2−
3

⇀↽ HCO−
3 - H+ = H2CO3 - 2 H+,

R4: CO2(aq) ⇀↽ H2CO3 - H2O,

(7.9.57)

with the corresponding stoichiometric coefficients given by:

[

λQj

i

]

=

⎡

⎢

⎢

⎣

−1 0 1
−1 1 0
−2 1 0

0 1 −1

⎤

⎥

⎥

⎦

. (7.9.58)

Note how in the above equation, every primary species reaction has coeffi-
cients that multiply every secondary species, Qj ; the coefficients λP of the
primary species are all equal to 1 by the definition of the canonical formula-
tion.

The species H2CO3 differs from the species CO2 by a single water (H2O)
molecule and, therefore, these species are considered equivalent since they
only differ by hydration and one of them can be omitted (usually H2CO3).
In this context, it would be useful to point out that all species present in an
aqueous solution are hydrated, i.e., surrounded by some number of loosely
bound water molecules

The mass balance equations for the four secondary species are:

B([cQ
1
]) = B([cOH−

]) = −Rpm1, (7.9.59)

B([cQ
2
]) = B([cHCO

−
3 ]) = −Rpm2, (7.9.60)

B([cQ
3
]) = B([cCO

2−
3 ]) = −Rpm3, (7.9.61)

B([cQ
4
]) = B([cCO2(aq)]) = −Rpm4. (7.9.62)

The mass balance equations for the three primary species are given by:

⎡

⎢

⎣

B([cP
1
])

B([cP
2
])

B([cP
3
])

⎤

⎥

⎦
=

⎡

⎣

−1 −1 −2 0
0 1 1 1
1 0 0 −1

⎤

⎦

⎡

⎢

⎢

⎣

Rpm 1

Rpm 2

Rpm 3

Rpm 4

⎤

⎥

⎥

⎦

, (7.9.63)
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where the middle matrix in the above equation is the transpose of the one in
(7.9.58). Thus, rewriting (7.9.63) as individual equations, we obtain:

B([cP
1
]) ≡ B([cH

+
]) = −Rpm1 −Rpm2 − 2Rpm3, (7.9.64)

B([cP
2
]) ≡ B([cH2CO3 ]) = Rpm 2 +Rpm 3 +Rpm4, (7.9.65)

B([cP
3
]) ≡ B([cH2O]) = Rpm 1 −Rpm 4. (7.9.66)

Substituting (7.9.59) through (7.9.62) into the right-hand sides of the above
equations, and from the definition of total concentrations, we obtain:

B([c∗H
+
]) = 0, [c∗H

+
] ≡ [cH

+
]− [cQ

1
]− [cQ

2
]− 2[cQ

3
],

B([c∗H2CO3 ]) = 0, [c∗H2CO3 ] ≡ [cH2CO3 ] + [cQ
2
] + [cQ

3
] + [cQ

4
],

B([c∗H2O]) = 0, [c∗H2O] ≡ [cH2O] + [cQ
1
]− [cQ

4
]. (7.9.67)

There is a one-to-one correspondence between the number of moles of carbon
and the number of moles of the primary species H2CO3. Thus,

[c∗H2CO3 ] ≡ [cH2CO3 ] + [cHCO
−
3 ] + [cCO

2−
3 ] + [cCO2(aq)] (7.9.68)

is the total number of moles of carbon per unit volume of aqueous phase. The
negative of the total concentration [cH

+
] is the total alkalinity of the system.

It is defined as the equivalent amount of a base that is titratable with a strong
acid.

The results of laboratory analyses of groundwater samples are often re-
ported in terms of the total concentrations of chemical elements. Hence, in
the model that represents the groundwater transport problem, the initial
conditions will likely be presented also in terms of these units.

When the initial conditions are given in terms of the concentrations of the
primary species, instead of total concentrations, we need to determine also
the secondary species concentrations, in order to determine also the total
concentrations. When the solution is dilute, we may use the following law of
mass action for the considered reactions:

[cOH−
] =

[cH2O]
[cH+ ]K ′

eq1

, [cHCO
−
3 ] =

[cH2CO3 ]
[cH+ ]K ′

eq2

, (7.9.69)

[cCO
2−
3 ] =

[cH2CO3 ]
([cH+ ])2K ′

eq3

, [cCO2(aq)] =
[cH2CO3 ]

[cH2O]K ′
eq4

, (7.9.70)

in which the K ′
eqs are known equilibrium coefficients.

Often, the quantity of water (H2O) involved in the reactions is negligible,
so that the balance equation for water is not needed. Then, the number of
components is reduced from three to two, NC=2, and the remaining two
balance equations are:
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B([c∗H+
]) = 0, and B([c∗H2CO3 ]) = 0. (7.9.71)

Example 4. Here, we wish to consider an example with cation exchange
(Subs. 7.3.4) and two phases: an aqueous solution and a solid (Kinzelbach,
1992). The example is the same as Example 3 above, except for the cation
exchange. The species in the aqueous phase are mobile, while those on the
solid are immobile. The species in solution participate in the same chemical
reactions as in Example 3, where we have assumed that the system is contin-
uously under conditions of equilibrium. In addition to the species in Example
3, we have the following cations in the aqueous solution:

Ca2+, Mg2+, Na+, K+,

and their counterparts adsorbed on the solid surface:

Ca2+(s), Mg2+(s), Na+(s), K+(s).

Altogether, we have NS = 15 chemical species.
The ion exchange reactions are:

Mg2+(s) + Ca2+ ⇀↽ Mg2+ + Ca2+(s),
2Na+(s) + Ca2+ ⇀↽ 2Na+ + Ca2+(s),
2K+(s) + Ca2+ ⇀↽ 2K+ + Ca2+(s),

(7.9.72)

The entire set of reactions, written in canonical form, is

R1: OH− ⇀↽ H2O − H+,
R2: HCO−

3
⇀↽ H2CO3 − H+,

R3: CO2−
3

⇀↽ H2CO3 − 2 H+,
R4: CO2(aq) ⇀↽ H2CO3 − H2O,
R5: Mg2+(s) ⇀↽ Mg2+ + Ca2+(s) − Ca2+,
R6: Na+(s) ⇀↽ Na+ + 1

2Ca2+(s) − 1
2Ca2+,

R7: K+(s) ⇀↽ K+ + 1
2Ca2+(s) − 1

2Ca2+,

(7.9.73)

where we selected the following primary species:

P1=H+, P2=H2CO3, P3=H2O,
P4=Mg2+, P5=Na+, P6=K+. P7=Ca2+, P8=Ca2+(s).

The secondary species are:

Q1=OH−, Q2=HCO−
3 , Q3=CO2−

3 , Q4=CO2(aq),
Q5=Mg2+(s), Q6=Na+(s), Q7=K+(s).

The resulting stoichiometric matrix for the primary species, obtained from
the canonical form of the reactions, is
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[

λQj

i

]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−1 0 1 0 0 0 0 0
−1 1 0 0 0 0 0 0
−2 1 0 0 0 0 0 0

0 1 −1 0 0 0 0 0
0 0 0 1 0 0 −1 1
0 0 0 0 1 0 − 1

2
1
2

0 0 0 0 0 1 − 1
2

1
2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (7.9.74)

The balance equations for the secondary species, which have not already been
given in Example 3, are:

Bads([cQ
5
]) ≡ Bads([cMg2+(s)]) = −Rpm5 = fMg2+

�→s ,

Bads([cQ
6
]) ≡ Bads([cNa+(s)]) = −Rpm6 = fNa+

�→s,

Bads([cQ
7
]) ≡ Bads([cK

+(s)]) = −Rpm7 = fK+

�→s. (7.9.75)

In the above equations, the molar concentration, [c], of an adsorbed cation
species is defined as the number of moles attached to the solid per unit surface
area of the solid; the mass balance equation operator is defined by (7.9.22).

By taking the transpose of the stoichiometric matrix, we obtain the balance
equations for the primary species, in the form:

B�([cP4
]) ≡ B�([cMg2+ ]) = Rpm 5 = −fMg+2

�→s .

B�([cP5
]) ≡ B�([cNa+ ]) = Rpm 6 = −fNa+

�→s,

B�([cP6
]) ≡ B�([cK+

]) = Rpm 7 = −fK+

�→s,

B�([cP7
]) ≡ B�([cCa2+ ]) = Rpm 5 + 1

2Rpm6 + 1
2Rpm 7,

= −fMg2+

�→s − 1
2f

Na+

�→s − 1
2f

K+

�→s,

Bads([cP
8
]) ≡ Bads([cCa2+(s)]) = −Rpm 5 − 1

2Rpm 6 − 1
2Rpm 7,

= +fMg2+

�→s + 1
2f

Na+

�→s + 1
2f

K+

�→s. (7.9.76)

As before, we eliminate the balance equations for the secondary species to
obtain the balance equations for the primary species:

B�([cMg2+
]) + Bads([cMg2+(s)]) = 0,

B�([cNa+ ]) + Bads([cNa+(s)]) = 0,

B�([cK+
]) + Bads([cK

+(s)]) = 0,

B�([cCa2+ ]) + Bads([cCa2+(s)]) = 0,

Bads(c∗Ca2+(s)) = 0. (7.9.77)

In the above equations, the concentration

[c∗Ca2+(s)] ≡ [cCa2+(s)] + [cMg+(s)] + 1
2 [c

Na+(s)] + 1
2 [c

K+(s)] (7.9.78)
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may be interpreted as the total amount of cations on the solid surface,
in equivalent moles of a doubly-charged cation per unit volume of porous
medium. This concentration is equal to twice the cation exchange capacity
measured in equivalents, using a solution with a singly-charged cation.

We have four balance equations, in addition to the ones in Example 3, for
a total of eight balance equations. There are eleven unknowns:

[c∗H+
], [c∗H2CO3 ], [c∗H2O],

[cCa2+ ], [cMg2+
], [cNa+ ], [cK

+
], [cCa2+(s)], [cMg2+(s)], [cNa+(s)], [cK

+(s)].

The last three unknown concentrations can be expressed in terms of the other
ones, using the three equilibrium conditions for the cation exchange reactions:

[cMg+2(s)] =
[cMg+2

][cCa+2(s)]
K ′

Ca/Mg[cCa+2 ]
,

(

[cNa+(s)]
)2

=

(

[cNa+ ]
)2

[cCa+2(s)]

K ′
Ca/Na[cCa+2 ]

,

(7.9.79)

(

[cK
+(s)]

)2

=

(

[cK
+
]
)2

[cCa+2(s)]

K ′
Ca/K[cCa+2 ]

, (7.9.80)

where K ′
Ca/Mg, K

′
Ca/Na, and K ′

Ca/K are known selectivity coefficients (see any
chemistry textbook, e.g., Schwarzenbach et al. (2002), and Sparks (2003))
written here for molar concentrations.

By inserting these expressions into the balance equations, we obtain a set
of eight equations in eight unknowns. The above equilibrium relationships
assume a dilute solution. Otherwise, the concentrations need to be replaced
by their respective activities, and a system of nonlinear equations for the
mass action laws must be solved, together with the balance equations.

Example 5. This example is similar to Example 3, except that we introduce
an additional species, CO2(g) that can participate in a non-equilibrium het-
erogeneous reaction— its dissolution in the aqueous phase. We also have a
mineral called calcite, CaCO3(s), which can dissolve in the aqueous phase as
a non-equilibrium reaction. Precipitation of the mineral is also possible. This
chemical system is called the calcium carbonate system.

So far, we have considered the solid matrix as consisting of a single inert
solid phase. In fact, for reacting minerals, the solid matrix may be regarded as
comprised of several phases. In this example, the solid matrix consists partly
of the calcite mineral (subscript calcite) and partly of a non-reactive solid
(subscript inert). The volumetric fractions of these phases will be denoted by
θcalcite and θinert, respectively. It is assumed that θinert is known. Note that
the porosity in this model varies with time as it is related to θcalcite through:

1− φ = θcalcite + θinert, Δφ = −Δθcalcite. (7.9.81)

We select the following species as primary:
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P1=H+, P2=H2CO3, P3=H2O, P4=CO2(g), P5=CaCO3(s),

and:
Q1=OH−, Q2=HCO−

3 , Q3=CO2−
3 , Q4=CO2(aq),

as secondary. The corresponding reactions, with the equilibrium reactions
presented in canonical form, are:

Req
1 : OH− ⇀↽ H2O − H+,

Req
2 : HCO−

3
⇀↽ H2CO3 − H+,

Req
3 : CO2−

3
⇀↽ H2CO3 − 2 H+,

Req
4 : CO2(aq) ⇀↽ H2CO3 − H2O,

Rne
1 : CO2(g) ⇀↽ CO2(aq),

Rne
2 : CaCO3(s) ⇀↽ Ca2+ + CO2−

3 .

(7.9.82)

The non-equilibrium reactions do not have to be presented in canonical form,
but they must be consistent with whatever rate law is used.

For non-equilibrium reaction rates, we use the rate law defined by (7.3.128):

Rne
pm1 = Σ�,gα

�CO2

{

[cCO2(g)]− [cCO2(aq)]/K
′CO2
eq

}

. (7.9.83)

Using the rate law proposed by Steefel and Lasaga (1994), we obtain:

Rne
pm 2 = Σ�,calcitekcalcite

{

1− [cCa+2
][cCO

2−
3 ]

K ′calcite
eq

}

, (7.9.84)

where K
′CO2
eq and K

′calcite
eq are the equilibrium coefficients for the reactions,

α�CO2 is a transfer coefficient, and kcalcite is a rate constant. The specific inter-
facial areas, Σ�,g and Σ�,calcite, are functions of the fluid and solid volumetric
fractions.

The balance equations for the secondary species are:

B�([cQ1
]) ≡ B�([cOH−

]) = −Req
pm1,

B�([cQ2
]) ≡ B�([cHCO

−
3 ]) = −Req

pm2,
B�([cQ3

]) ≡ B�([cCO
2−
3 ]) = −Req

pm3 +Rne
pm 2,

B�([cQ4
]) ≡ B�([cCO2(aq)]) = −Req

pm4 +Rne
pm 1.

(7.9.85)

The balance equations for the primary species are:

B�([cP1
]) ≡ B�([cH+

]) = −Req
pm1 −Req

pm 2 − 2Req
pm 3,

B�([cP2
]) ≡ B�([cH2CO3 ]) = Req

pm 2 +Req
pm3 +Req

pm4,
B�([cP3

]) ≡ B�([cH2O]) = Req
pm 1 −Req

pm4,
Bg([cP4

]) ≡ Bg([cCO2(g)]) = −Rne
pm1,

Bcalcite([cP
5
]) ≡ Bcalcite([cCaCO3(s)]) = −Rne

pm2.

(7.9.86)
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The molar concentration of the precipitating species (in this case, calcite) is
defined as the number of moles per unit volume of porous medium, with the
balance operator for calcite taking the form:

Bcalcite([cCaCO3(s)]) ≡ ∂[cCaCO3(s)]
∂t

. (7.9.87)

We solve for the equilibrium reaction rates of the secondary species in the
balance equations, and then substitute these rates into the balance equations
of the primary species to obtain the following final set of balance equations
for each component:

B�([c∗P1
]) ≡ B�([c∗H+

]) = −2Rne
pm2,

B�([c∗P2
]) ≡ B�([c∗H2CO3 ]) = Rne

pm 1 +Rne
pm 2,

B�([c∗P3
]) ≡ B�([c∗H2O]) = −Rne

pm1,
Bg([cP4

]) ≡ Bg([cCO2(g)]) = −Rne
pm1,

Bs([cP5
]) ≡ Bs([cCaCO3(s)]) = −Rne

pm2.

(7.9.88)

Altogether, we have here NS = 9 species concentrations, NC = 5 balance
equations and NReq = 4 mass action laws, for the equilibrium reactions, i.e.,
a total of NC + NReq equations. If the solution is dilute, then the mass action
laws can be used to eliminate the secondary species concentrations from the
balance equations, and we have NC = 5 balance equations for the NC =
5 primary variables. In some formulations, however, the total concentration
is solved for as an independent variable. This has the advantage that the
accumulation and flux terms in the mass balance equations are linear in
the total concentrations, which is useful if no heterogeneous reactions are
considered. Also fundamentally the mass balance equation is formulated in
terms of total concentrations.

From (7.9.81), we obtain the change in porosity in the form −Δθcalcite
(= −Δ([cCaCO3(s)]MCaCO3(s)/ρcalcite)). When the changes in porosity, relative
to the initial porosity, is significant, the flow field will be affected (by changes
in void space, permeability and capillary pressure) and the flow field based on
the unaltered porosity cannot be used in the transport equations; the trans-
port and flow equations must be solved simultaneously as a single coupled
set of equations.

7.9.3 Three multicomponent phases

We consider the flow of three multicomponent fluid phases under isothermal
conditions that, together, occupy the entire void space. Each phase is made
up of a number of components. Some components move from one phase to
an adjacent one by such mechanisms as dissolution, volatilization, and con-
densation. Components may also adsorb to the solid surface, but, apart from
these heterogeneous reactions, they do not interact with each other chemically
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Figure 7.9.1: Schematic diagram for transport in three phase flow.

within a fluid phase. The term compositional model, originating in reservoir
engineering, is often used for such a model.

The considered solid and fluid phases are:

• A nonaqueous phase (e.g., oil), N , containing a volatile component,
d, that can dissolve in the aqueous phase and volatilize into the gaseous
phase, dissolved water, w, and the rest of the phase, r, regarded as a non-
volatile component. We shall assume that the d-component can evaporate
from both the aqueous and the nonaqueous phases, to become a component
in the gaseous one.

• An aqueous phase (e.g., water), A, that contains ‘pure water’, w, as a
component, the d-component as a solute, and dissolved gas (air), a.

• A gas (e.g., air), g, composed of two components: ‘dry air’, a, the volatile
d-component, and the vapor w.

• A rigid stationary solid, s, that does not dissolve, and on which the
d-component can be adsorbed, but only from the A-phase.

The three phases, their components, and the interphase transfer rates, are
shown, schematically, in Fig. 7.9.1. No other transfers will be considered.

To simplify the presentation, we make use of the balance operator, B, de-
fined by (7.9.21):

Bγα(ωγα) ≡ ∂

∂t
(θαωγαρα) +∇ · θα [ωγαραVα − ραD∗γ

α · ∇ωγα −Dα · ∇ωγαρα] .

(7.9.89)
Note that the mass fraction, ωγα, is used rather than the usual mass concen-
trations, cγα. One reason is that the density function of a fluid phase is of the
form ρα = ρα(p, T, ωγα). If the mass concentration is used, we are left with
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the circular result, ρα = ρα(p, T, cγα/ρα). The molecular diffusive flux term in
the above definition may be replaced by (7.1.17) in order to account for the
interaction of multiple components.

We shall assume that no external sources and sinks of phases and com-
ponents, no decay and growth, and no chemical interactions exist. The only
sources and sinks of components in a considered phase are due to adsorption,
dissolution, and volatilization.

The mass balance equations for the components in the A-phase are:

BwA (ωwA ) = fw
N→A + fwg→A, BaA(ωaA) = fa

N→A + fag→A, (7.9.90)

BdA(ωdA) = fd
N→A + fdg→A + fds→A. (7.9.91)

The mass balance equations for the components in the g-phase are:

Bwg (ωwg ) = fw
N→g − fwg→A, Bag(ωag ) = fa

N→g − fag→A, (7.9.92)

Bdg(ωdg) = fdN→g − fdg→A, (7.9.93)

and, for the N -phase, they are:

Bw
N

(ωw
N

) = −fw
N→A − fw

N→g, Ba
N
(ωa

N
) = −fa

N→A − fa
N→g, (7.9.94)

BdN(ωdN) = −fdN→A − fdN→g. (7.9.95)

The mass balance equation for the adsorbed d-component on the solid is:

Bdads(c
d
ads) = −fds→A, cdads ≡ (1− φ)ρsF d, (7.9.96)

where the balance operator is defined by:

Bdads(c
d
ads) ≡

∂cdads

∂t
. (7.9.97)

In order to eliminate the interphase transfers, we sum up the mass balance
equations for the d-component in all phases, i.e.,

BdA(ωdA) + BdN(ωdN) + Bdg(ωdg) + Bdads(c
d
ads) = 0. (7.9.98)

We then obtain:

∂

∂t

[

θAω
d
AρA + θNω

d
NρN + θgω

d
gρg + (1− φ)ρsF d

]

+∇ · (θAω
d
AρAVA + θNω

d
N
ρNVN + θgω

d
gρgVg

)

−∇ · (θAρAD∗d
A · ∇ωdA + θNρND∗d

N
· ∇ωd

N
+ θgρgD∗d

g · ∇ωdg
)

−∇ · (θADA · ∇ωdAρA + θNDN · ∇ωdNρN + θgDg · ∇ωdgρg
)

= 0.
(7.9.99)
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In a similar way, we obtain the mass balance equation for the water compo-
nent:

∂

∂t

[

θAω
w
A ρA + θNω

w
N
ρN + θgω

w
g ρg

]

+∇ · (θAω
w
A ρAVA + θNω

w
NρNVN + θgω

w
g ρgVg

)

−∇ · (θAρAD∗w
A · ∇ωwA + θNρND∗w

N
· ∇ωw

N
+ θgρgD∗w

g · ∇ωwg
)

−∇ · (θADA · ∇ωwA ρA + θNDN · ∇ωwNρN + θgDg · ∇ωwg ρg
)

= 0,
(7.9.100)

and for the air component:

∂

∂t

[

θAω
a
AρA + θNω

a
N
ρN + θgω

a
gρg

]

+∇ · (θAω
a
AρAVA + θNω

a
N
ρNVN + θgω

a
gρgVg

)

−∇ · (θAρAD∗a
A · ∇ωaA + θNρND∗a

N · ∇ωaN + θgρgD∗a
g · ∇ωag

)

−∇ · (θADA · ∇ωaAρA + θNDN · ∇ωaNρN + θgDg · ∇ωagρg
)

= 0.
(7.9.101)

We note that the mass balance equation for any γ-component has the follow-
ing form:

∂

∂t

⎡

⎣

∑

α=A,N,g

θαω
γ
αρα + (1− φ)ρsF γs

⎤

⎦ +∇ ·
⎡

⎣

∑

α=A,N,g

θαω
γ
αραVα

⎤

⎦

−∇ ·
⎡

⎣

∑

α=A,N,g

θαραD∗γ
α · ∇ωγα

⎤

⎦−∇ ·
⎡

⎣

∑

α=A,N,g

θαDα · ∇ωγαρα
⎤

⎦ = 0,

γ = d, w, a; Fws = F as = 0. (7.9.102)

In this equation, the advective fluxes, θAVA, θNVN , and θgVg, are given by
the motion equation, which, neglecting momentum exchange between adja-
cent fluid phases, is:

θαVα = − kα
μα
· (∇pα + ρα∇z) , α = A,N, g. (7.9.103)

We assume that in these balance equations, the following variables:

φ, ρs, ρA, ρg, ρN , μA, μg, μN ,

kA, kg, kN , D∗d
A , D∗d

g , D∗d
N , DA, Dg, DN ,

are either known constants or functions of the thermodynamic state, as de-
fined by the pressure, temperature, and mass fractions in the appropriate
phase. The remaining variables, or unknowns, are:
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pA, pg, pN , θA, θg, θN ,

cds, ω
d
A, ωdg , ω

d
N
, ωwA , ωwg , ωw

N
, ωaA, ωag , ω

a
N
.

The following constraints, on the volumetric fractions:

θA + θg + θN = φ, (7.9.104)

and on the phase pressures through the capillary pressure relations:

pg − pN = pcgN(θg), pN − pA = pcNA(θA), (7.9.105)

allow us to eliminate some of the unknown variables. For example, we can
eliminate θN in (7.9.104), by using the equation θN = φ− θA− θg, leaving θA

and θg. Using (7.9.105), we may eliminate two of the phase pressures, say pN

and pA, leaving only pg. Thus, after eliminating the above variables, we are
left with the following thirteen unknown variables:

pg, θA, θg, cds, ωdA, ωdg , ωdN , ωwA , ωwg , ωwN . ωaA, ωag , ωaN .

To further reduce the number of unknown variables, we now assume equilib-
rium conditions among the phases, and use appropriate thermodynamic re-
lationships to relate the concentrations of the components in adjacent phases
to each other. For example, we may use the linear isotherm for the adsorption
on the solid:

Kd
d =

F d

ωdAρA

, (7.9.106)

to eliminate the variable cds , leaving twelve unknowns in our list. For the fluid
components, when the solutions are dilute, we may use Henry’s law:

Hdg,A =
ωγg
ωγA

, Hγg,N =
ωγg
ωγN

, γ = d, w, a, (7.9.107)

in which Hdg,A and Hγg,N are Henry’s law coefficients, appropriately converted
to ratios of mass fractions. Other forms of Henry’s law, e.g., in terms of the
mole fraction, mγ

α, may have to be used. These six relationships allow us to
express six of the mass fractions in terms of the others, leaving six unknowns
in our list. However, the mass fractions must also satisfy the following con-
straints:

ωdA + ωwA + ωaA = 1, ωdg + ωwg + ωag = 1, ωdN + ωwN + ωaN = 1. (7.9.108)

In order to satisfy these constraints, we select for each component a mass frac-
tion in some particular phase, which will be its corresponding ‘basis phase’.
For example, suppose we select the gas phase to be the basis phase for all
components (although, in general, the basis phase does not have to be the
same for all components), so that the ‘basis mass fractions’ are ωdg , ω

w
g , and

ωag . We then use Henry’s law to express the other mass fractions in terms of
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these, and substitute the results into (7.9.108) to obtain the following system
of three linear equations:

ωdg + ωwg + ωag = 1, (7.9.109)

Hdg,Aωdg +Hwg,Aωwg +Hag,Aωag = 1, (7.9.110)

Hdg,Nωdg +Hwg,Nωwg +Hag,Nωag = 1, (7.9.111)

which may be solved for ωdg , ω
w
g , and ωag ; these may, therefore, be considered

as functions of pressure and temperature.
Thus, we are left with the following three unknowns, or primary variables:

pg, θA, θg,

to be determined by solving the three balance equations in (7.9.102).
A situation may arise in an investigated domain, in which initially we have

only two phases, say, air and water, in part of the domain, and three phases—
air, water, NAPL—in the remaining part, with the boundary between the two
domains behaving like a moving front. Similarly, as time evolves, a phase, say
NAPL, may disappear from part of the investigated domain. In both cases,
we have to switch form a two-phase system to a three-phase one, or vice
versa. Usually, certain features have to be included in the computer program
in order to take care of these options.

Obviously, a complete model also requires initial conditions and boundary
conditions for the selected mass balance equations.

7.9.4 Primary variables

A rather large number of variables may, sometimes, be required to describe
the complete behavior of a system involving many chemical species, or a
number of multicomponent fluid phases (sometimes, under nonisothermal
conditions), in a possibly deformable solid matrix. However, on the basis of
balance and thermodynamic relationships, this number can be significantly
reduced, thus simplifying the task of solving the mathematical model in order
to predict the future behavior of the system. The number of degrees of free-
dom is the smallest number of independent variables needed to fully define
a system’s present and future behavior. We shall refer to these variables as
primary variables. Values of all other state variables of the system can be
obtained from the primary ones through the use of constitutive relationships
and definitions. A case that requires special attention is when all phases and
components within a system are at equilibrium, or when the rate of transfor-
mation of the system from one state to another is sufficiently slow so that it
can be assumed to be continuously close to equilibrium. Under such condi-
tions, the number of primary variables can further be reduced.
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Gibbs phase rule (see any text on thermodynamics, e.g., Denbigh, 1981)
states that the state of a system composed of NP phases and NC non-reacting
components, under conditions of equilibrium, is fully defined by NF state
variables, with NF determined by the relationship

NF = NC−NP + 2. (7.9.112)

For example, in the case of a single fluid phase composed of a single compo-
nent, say H2O, NF = 2. This means that the state of the system at equilib-
rium is fully defined by two independent variables, say the pressure, p, and
the temperature, T . We could, however, select also T and the phase density,
ρ, with the constitutive relation, ρ = ρ(p, T ), as long as this relationship can,
at least in theory, be solved for p as a function of ρ and T . As a second
example, consider two fluid phases: a liquid, consisting of a single component
water, and a gas, composed only of water vapor. This means that we have
two phases and one chemical component (see definition of phases and compo-
nents in Sec. 1.3), and by Gibbs’ phase rule, we have one degree of freedom.
Suppose we select T as the independent variable. Since we have here liquid
water and water vapor in equilibrium, the gas pressure is determined as a
function of T by pg = psat(T ), where psat is the saturated vapor pressure of
water at which the system can exist at any given temperature. Once we know
p and T , we can determine the densities of the phases, or the value of any
other thermodynamic property.

Let us generalize Gibbs law by considering a model that describes the be-
havior at the macroscopic level of a system composed of multiple multicom-
ponent fluid phases within a possibly deformable porous medium domain. We
recall that at such level, the behavior at a point means the averaged behavior
within an REV centered at the considered point.

Based on balance considerations and on thermodynamic relationships,
Bear and Nitao (1995) showed that when conditions of thermodynamic equi-
libria prevail (or are assumed to prevail as a good approximation) among all
phases and components present within a deformable porous medium under
nonisothermal conditions, the number of degrees of freedom, NF, in a problem
of heat and mass transport, involving NP fluid phases and NC components,
is given by the relationship

NF = NC + NP + 4. (7.9.113)

Under conditions of nonequilibrium between the phases, this rule becomes

NF = NC×NP + 2×NP + NC + 4. (7.9.114)

In both cases, when Darcy’s law is used to determine the velocities of the
fluid phases, NF is reduced by NP. When the solid matrix is nondeformable,
NF is reduced by 3, leading to the relationship



Multiple Components 507

NF = NC + 1. (7.9.115)

Furthermore, if the system is isothermal, then

NF = NC. (7.9.116)

These rules are, thus, extensions of the well known Gibbs phase rule to trans-
port phenomena in porous media. The number of degrees of freedom for
reactive transport problems was also discussed by Saaltink et al. (1998), and
by Molins et al. (2004).

The above discussion is applicable to NC non-reacting components. For
a system with chemical reactions, let NS be the number of reacting species
and NReq be the number of equilibrium reactions. Then, by expressing the
reactions in the form a canonical set of equations, and making use of the
law of mass action, there are NC = NS−NReq components, or independent
species concentrations. Thus, the number of degree of freedom, NF, in the
above equations for a non-reacting system still applies to a reacting system,
as long as we use NC = NS−NReq.

Once we have determined the number of degrees of freedom of a given
problem, and select the most convenient variables to be declared as primary
ones, we identify the (same number of) balance (partial differential) equations
which have to be solved in order to determine the values of these variables
within the problem’s spatial and temporal domains. All other variables are,
subsequently, determined by using the remaining equations—constitutive re-
lations and definitions.

7.9.5 Methods of solution for reactive transport models

In principle, a reactive transport model is composed of

(a) A set of equations that describe the flow of the participating phase(s).
The set includes the mass balance equation and Darcy’s law for each
participating phase. By solving this set, we obtain the future velocity
distributions within each phase, and, in the case of multiple phases, also
the saturations. These equations are presented in Chaps. 5 and 6.

(b) A set of equations that describe how the future concentrations of the
chemical species present in the phase(s) vary as a result of flow (advec-
tion, dispersion), diffusion, and chemical reactions within the participat-
ing phase(s), and transfers across interphase boundaries (including the
solid phase). These equations are discussed in Subs. 7.4 and 7.9.2B.

(c) Equations that describe the variations in concentration of the partici-
pating chemical species as a result of (homogeneous and heterogeneous)
chemical reactions. These are discussed in Subs. 7.9.2A.

The equations in (a) and (b) are coupled when the density of the fluid
phases is concentration-dependent. Otherwise, the set (a) can be solved to
yield the future velocity distribution of the considered phase(s). Density vari-
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able flow is discussed in Subs. 9.3.1. Considered separately, the set of equation
in (c) is underlying the process of speciation presented in Subs. 7.9.2D.

Under non-isothermal conditions, the reactive transport model becomes
even more complicated, as we have to add the energy balance equation (and
the equation describing energy flux) to the above set of equations. As else-
where in this book, we shall limit our discussion to isothermal conditions.

All the components of a reactive transport model have already been pre-
sented and discussed in different forms in earlier sections of this chapter (e.g.,
Subs. 7.9.2D–F. Often, the number of unknown variables is quite large and
many of the model (algebraic and partial differential) equations are coupled
and nonlinear. Obviously, an analytic solution is not possible, except for very
special simple cases. A numerical solution and an appropriate computer code
are required. Several authors, e.g., Lichtner (1985), Yeh and Tripathi (1989,
1991), Steefel and MacQuarrie (1996), Chilakapati et al. (1998), Saaltink
et al. (1998, 2000), Hammond et al. (2005), Fang et al. (2006), Kräutle and
Knabner (2005, 2007), and Zhang et al. (2007), have presented numerical
techniques and computer codes for solving reactive transport models. This
last reference also lists a large number of additional relevant publications.

Among the codes developed and presented in the literature in recent years,
we may mention RETRASO (= REactive TRAnport of SOlues) (Saaltink
et al., 2004), PHAST (Program for Simulating Ground-Water Flow, Solute
Transport, and Multicomponent Geochemical Reactions) (Parkhurst et al.,
2004), and TOUGH (Transport of Unsaturated Groundwater and Heat)
(Pruess et al., 1999); see Sec. 8.8.

Actually, a number of examples of relatively simple reactive transport
models and their solution were presented in Subs. 7.9.2F.

Because the reactive transport model involves a large number of variables
and, hence, of equations, and because of the nonlinear nature of the many
of the model equations, special numerical approaches have been proposed.
Basically, the various methods can be divided into two groups (Saaltink et al.,
2004):

• The Operator splitting, or the two-step approach. The latter includes the
Sequential Iteration Approach (SIA), and the Sequential Non-Iteration Ap-
proach (SNIA). In these techniques, the transport (i.e, mass balance) equa-
tions (listed as (b) above) and the equations that describe the chemical re-
actions (listed as (c) above) are solved separately. In the transport part, we
freeze changes in concentration that result from chemical (homogeneous)
reactions, and compute concentration changes, for the next time step, due
only to advection, dispersion, diffusion and interphase exchange. The sec-
ond step involves “freezing” the flow and considering speciation only, based
on the assumption of equilibrium, say within each (grid) cell, regarded as
a batch operation. In many cases, the speciation code PHREEQC is used.
In the SIA version, we iterate between the two steps, in an effort to achieve
convergence.
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• The single-step, or the Direct Substitution Approach (DSA), or the Global
Implicit Approaches (GIA). In this group of approaches, the chemical equa-
tions are substituted into the transport equations, and the latter are then
solved simultaneously, employing the Newton-Raphson technique. The ob-
vious disadvantage is the need to solve many equations simultaneously,
resulting in high computational costs. Saaltink et al. (2000) present a com-
parison between the DSA and SIA and SNIA techniques. For example, they
claim that the latter two techniques, generally, show slow convergence, are
less robust and more stiff.

Many computer codes have been developed, most of them based on the SIA
approach. Saaltink et al. (2004) list a large number of such codes. Some codes
are applicable to unsaturated (i.e., two-phase) case. For example, Mayer et al.
(2002) developed a code, MIN3P, which solved a model of reactive transport
in saturated or unsaturated flow without assuming equilibrium between the
minerals and the water.

As an example, let us consider the multispecies multi-reaction case pre-
sented by Saaltink et al. (1998, 2000) as an example of the SIA and the
DSA approaches. In this example, we consider NS chemical species, which
participate in NR reactions. The example is based on the assumption that
the chemical reactions are sufficiently fast, so that the Local Equilibrium As-
sumption (LEA; Subs. 7.3.1) can be made. Under this assumption, the law
of mass action that relates concentrations of products to those of reactants is
valid. This law was already presented as (7.3.40) or (7.3.42), and is rewritten
here in the form:

N e log {γ} = logKeq, or νij log
{

γj
}

= logKeq,i, (7.9.117)

where N is an NR×NS matrix (components νij) that contains the stoichio-
metric coefficients of the NR reactions (see (7.9.27)), {γ} is a vector (com-
ponents {γj}) that denotes the activity of all NS chemical species, and Keq

is a vector (components Keq,i) of the NR equilibrium constants.
For an aqueous species, the vector of activities, {γ}, and that of molar

concentrations, [c], are related to each other by the activity coefficient, γ
(see (7.3.43)):

log {γ} = logγ([c]) + log[c], (7.9.118)

in which the activity coefficient of each j-species, γj , is a function of all aque-
ous concentrations. The Debye-Hückel equation is an example of such func-
tion. For dilute aqueous solutions, the activity coefficient is approximated as
unity. Although we shall continue to develop the model in terms of activities,
the model could have been developed also in terms of concentrations.

Following the discussion in Subs. 7.9.4, with NS species and NR chemical
equilibrium equations, the number of degrees of freedom in the case of equi-
librium reactions considered here is NC = NS − NR activities of chemical
components, each being a function of the vector of concentrations, [c]. These
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can, at least in principle, be determined from the (stoichiometric) chemi-
cal equations. Let us use the symbol {γ}P and {γ}Qto denote the activities
that correspond to the NC primary species, or components, and to the NR
secondary species, respectively,

{γ} =
( {γ}P
{γ}Q

)

. (7.9.119)

Then, (7.9.117) can be rewritten as

N P log {γ}P + N Q log {γ}Q = logKeq, (7.9.120)

in which we have divided N into one part, {γ}P, that refers to the primary
species and a second part that refers to the secondary ones, {γ}Q. We shall
use the notation

N =
({γ}P | {γ}Q

)

. (7.9.121)

Different sets of primary and secondary species may be selected, but they
must be selected such that {γ}Q is a full ranked matrix. Saaltink et al. (1998),
following Steefel and Yabusaki (1995), discussed constraints on the selection
of the sets of primary and secondary species. Their conclusion was that dif-
ficulties can be avoided by selecting a set of primary variables that does not
include the lowest activities. Saaltink et al. (1998) also showed that when
the system involves species with constant activities, the number of primary
species can further be reduced. This happens when the reactions involve min-
eral or gas phases. For example, the activity is unity for a pure mineral, unity
for water and partial pressure for gas at low pressure. Thus, the number of
primary species can be reduced to NS−NR−NT, where NT is the number
of constant activity species.

So far, we have considered only equilibrium reactions (for which the mass
action law is applicable). Let us assume that some of the reactions are suf-
ficiently slow so that we have to take into account the reaction rate, Rr,j ,
introduced in Subs. 7.3.2A and 7.3.6. In this symbol, the j indicates the num-
ber of the considered reaction and Rr,j is defined as the amount of reactant
evolving to products, per unit time, in the jth chemical reaction. In principle,
the reaction rate depends on the concentrations of all species present in the
considered solution,

Rr,j = Rr,j ([c]) .

At this point, we have to consider the mass balance equations for the NS
species. Using the balance operator defined by (7.9.21), we can write the
mass balance equation—reactive transport equation—in the form (7.9.25),
rewritten here as

B([cγ ]) =
NR′
∑

j=1

νγj Rpm, j , γ = 1, 2, ...,NS. (7.9.122)
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We can also make use of (7.9.44) and (7.9.45).
Instead, let us follow Saaltink et al. (2000). They divide all chemical re-

actions into three groups: aqueous complexations, sorption, and precipita-
tion dissolution, described below by (7.9.124), (7.9.125) and (7.9.120), re-
spectively. They write the overall reactive transport equation for all species
present in single phase flow, assuming that φ is a constant, in the form:

∂ua
∂t

+
∂ud
∂t

+
∂um
∂t

= L(ua) + UN ′
kRr,k([ca]), (7.9.123)

log[c2] = N a (log[c1] + log γ1)− logγ2 + logKeq,a ([ca]) , (7.9.124)
log[cd] = N d (log[c1] + logγ1)− log γd + logKeq,d, (7.9.125)

0 = Nm (log[c1] + log γ1)− log γd + logKm, (7.9.126)

[ca] =
(

[c1]
[c2]

)

, ua = Ua[ca], ud = Ud[cd], um = Um[cm]. (7.9.127)

In the above equations, L(c) ≡ −(1/φ)∇·(qc−Dh · ∇c) + m is a linear op-
erator (to be compared with the operator B), with m denoting a source
term (injection), the vectors [ca], [cd] and [cm] contain, respectively, con-
centrations of aqueous, adsorbed and precipitated species, with [ca] divided
into the vectors [c1] and [c2] denoting the concentrations of primary and
secondary species, respectively, obeying (7.9.124). The vector γ, which has
the same subscripts as [c], refers to the activity coefficients. The matrices
N a, N d, and Nm contain the stoichiometric constants of all the equilib-
rium aqueous, adsorbed and precipitated reactions, respectively, while N ′

k of
all kinetic chemical reactions. The vectors ua, ud and um, contain the total
concentrations of a chemical species in, respectively, aqueous, adsorbed and
precipitated forms. The vector Rr,k contains the rates of the kinetic reactions;
these rates can normally be expressed as functions of all concentrations. The
last three equations in (7.9.127) relate the concentrations of the species with
the total concentrations, with Ua, Ud and Um referred to as ‘component
matrices’.

In the SIA approach, the first step is to solve the transport equation
(7.9.123), with the total aqueous concentrations of every chemical compo-
nent (vector ua) as unknowns. The concentrations of adsorbed species, min-
erals and kinetic reactions as source-sink term (vector f) are treated by the
previous iteration:

∂u′
a

∂t
= L(u′

a) + fn−1, (7.9.128)

where n denotes the iteration number.
In the second step, the source-sink terms are updated. To achieve this

goal, Saaltink et al. (2000) calculate the concentrations of the components
(i.e., primary species), c1, and the minerals in equilibrium, cm, from the total
aqueous concentrations, ua, by means of the chemical equations:
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uia + ui−1
d + ui+1

m = Ua

(

[ci1]
[c2]

(

[ci1]
)

)

+ Ud[cd]
(

[ci1]
)

+ Um[cim], (7.9.129)

0 = Nm
(

log[ci1] + logγ1

)

+ logKm. (7.9.130)

Note that (7.9.124) and (7.9.125) were inserted into the second and third
equations of (7.9.127), and, because these equations are nonlinear, the
Newton-Raphson scheme is applied for its solution. In a numerical scheme,
this is done for every node separately. From [c1] and [cm], the new source-sink
term is calculated as:

f i = Ud
∂[cd]([ci1])

∂t
+ Um

∂[cm]
∂t

+ UN i
kRr,k

(

[ci1], [c2]([ci1])
)

. (7.9.131)

The process is repeated until convergence is reached.
Saaltink et al. (2000) discuss also on the DSA approach to the solution of

this problem.

7.10 Remediation Techniques

The issue of subsurface contamination and a review of contamination sources
were introduced in Sec. 1.1.5. Obviously, the best strategy is to make every
effort to prevent subsurface contamination. Unfortunately, too often, espe-
cially in industrialized countries, contamination of the subsurface does occur,
whether within the framework of planned activities, or due to accidents.
When these happen, remediation activities are called for, as part of aquifer
management (Chap. 11).

The objective of this section is to briefly describe a number of techniques
commonly employed for aquifer remediation. They are brought here because,
whenever remediation of a contaminated sight is being considered, and the
most appropriate technique is being sought, the implementation of that tech-
nique must first be examined by constructing its model and running it for
different scenarios. The outcomes of the various runs are introduced as inputs
to the management models.

7.10.1 General considerations

The remediation strategy for a given contaminated site depends on the local
hydrogeological conditions, on the kind of source, and on the intended use
of groundwater—for drinking, for other domestic uses, for industry, for agri-
culture, or for recreation, nature, and environmental protection. The general
objective of remediation is to protect both human health and the environ-
ment. The driving force for control and remediation activities, from their
inception through implementation, are laws and regulations which have been
established in most countries to ensure clean and safe water for water supply,
and a clean and safe environment.
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Because it is obvious that it is practically impossible to restore a con-
taminated aquifer to pristine conditions, clean-up goals for drinking water
are dictated by laws and regulations, such as (in the USA) the Resource
Conservation and Recovery Act (RCRA), the Comprehensive Environmental
Response, Compensation, and Liability Act (CERCLA), and the National
Environmental Policy Act (NEPA). These set up drinking water standards,
such as Maximum Contaminant Levels (MCLs). Standards are also set up
for groundwater used for other purposes. Similar laws and regulations exist
in Europe, where standards have been set up by the European Community
(e.g., the Drinking Water Directive (DWD)) and in other countries around
the world. More detail about environmental law, regulation, and policy can be
found in Rechtschaffen and Gauna (2002), Percival et al. (2006), and Fiorino
(2006).

An obvious first step in any remediation strategy is either the containment
or the removal of the source itself. This is relatively easy when the source is
above ground surface, or at a relatively shallow depth. In the latter case, the
contaminated soil is removed and hauled to a treatment or a disposal facility.
We often refer to such source as a primary source.

Removal is impractical when the contaminant is a NAPL, spilled at ground
surface in a quantity that spreads out in the subsurface, mainly downward,
eventually becoming immobile as isolated NAPL ganglia (at residual NAPL
saturation) down to a large depth (Fig. 7.0.1). The NAPL in the subsurface
acts as secondary source, releasing contaminants (by dissolution) into the
water that percolates through the vadose zone, eventually reaching an un-
derlying aquifer. Preventing infiltration by covering the ground surface above
this secondary source by an impervious natural (e.g., compacted clay) or man
made (e.g., plastic lining) material, may reduce the effect of such source. In
what follows, we shall present methods that can handle such a source.

When a sufficiently large volume of DNAPL is spilled above a phreatic
aquifer (Fig. 7.0.1), some NAPL may eventually reach groundwater below the
water table and become a source by dissolution in the flowing groundwater for
prolonged periods of time. The intensity with which the dissolved chemicals
are released from the liquid hydrocarbon over time is referred to as source
strength, Γ , (dims. M/T) (Testa and Winegardner, 2000). Source strength can
be expressed as Γ = KmA, where Km is the mass exchange coefficient (dims.
M/L2T), and A (dims. L2) is the contact area. or interface, across which
the mass exchange occurs. Quantification of A is very difficult, reflecting the
complexity of DNAPL distribution in the pore space. Estimates of Km for
certain products, such as gasoline and tar oil (1.0 mg/m2/s), fuel oil, diesel
and kerosene (0.01 mg/m2/s), have been attempted by the USGS (Hult,
1984).

In general, four measures may be undertaken in connection with subsurface
contamination:

• Prevention. Activities (at ground surface) that prevent the creation of
pollution sources.
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• Abatement. Activities that are undertaken, once a source has been cre-
ated, to prevent the contaminants from reaching the subsurface, or an
underlying aquifer.

• Clean-up, or remediation. Activities that are undertaken, once the sub-
surface has been contaminated, to remove contaminants from the subsur-
face.

• Restoration. Efforts that are made to return the subsurface to its orig-
inal, unpolluted, conditions, or at least to conditions that are acceptable
according to prevailing regulations. The term ‘remediation’ is often em-
ployed as a synonym for clean-up and/or restoration.

An optimal remediation strategy will often include a combination of a
number of strategies, each aimed at achieving a specific goal. There is no
need to emphasize that, like any management, or decision making process,
associated with the subsurface—the unsaturated zone, an aquifer, or both—
investigations leading to decisions on remediation, once the presence of a
contaminant in the subsurface has been established, should include:

• Gathering information on the source extent, above and below ground sur-
face.

• Gathering information on the chemical/biological nature of the contami-
nants and the extent of the contaminated subsurface zone. This includes
information on the possibility of natural attenuation of the contaminants,
their interaction with the solid matrix and/or with groundwater along
their pathway. This activity is often referred to as monitored natural at-
tenuation.

• Geohydrological investigations that should lead to a complete conceptual
geohydrological model (structure, properties, replenishment, sources and
sinks, boundaries and boundary conditions, etc.) of the relevant subsurface
domain.

• Determining the goals (and alternative goals, if relevant) for remediation,
based on prevailing regulations.

With the above information, various remediation techniques can be ex-
plored. The feasibility of application of every technique to the considered site
should be investigated by means of simulation models of flow and contami-
nant transport. These models serve as tools for evaluating potential sources
that might have produced a discovered plume, and as tools for evaluating
the fate and transformation of contaminants in the subsurface under various
considered clean-up alternatives (including the one of ‘do nothing’). Models
are also used for predicting the future spatial distribution of contaminants
in the considered domain, once a proposed clean-up program has been im-
plemented, as a basis for designing the monitoring and follow-up network of
observations and sampling. Model results can also be used for the evaluation
of costs, clean-up duration and level, compliance with regulations, etc., such
that the optimal method can be selected on the basis of agreed criteria. The
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ultimate goal of remediation is the removal of contaminants from the con-
taminated domain to the extent that the concentration of whatever remains
in the aquifer is acceptable, e.g., below maximum contaminant level (MCL).

Review of various remediation techniques can be found in Nyer (1992),
Avogadro and Ragaini (1993), Ward et al. (1997), Meyers (1998), Wise et al.
(2000a, 2000b), Suthersan and Payne (2004), and Houlihan and Berman
(2006).

Although this section is devoted to remediation, we wish to emphasize
that prevention is always preferable to allowing contamination, followed
(sometimes many years later) by (often very costly) remediation.

Some examples of commonly used remediation techniques are briefly de-
scribed below. Two techniques, air sparging and soil venting were mentioned
in Subs. 7.3.7B.

7.10.2 Caps and cutoff walls

The term control is sometimes used to describe the activities that are aimed
at preventing, or at least reducing the possibility and effects of groundwater
contamination.

One example of a control measure takes the form of an impervious clay
blanket (or plastic sheets lining) placed under a landfill to act as a barrier
that prevents landfill leachate from infiltrating into the subsurface (Lo et al.,
1997; Rowe, 2005). Instead, the blanket diverts the leachate into a collecting
system that conveys it to a treatment plant. Sometimes, when a high water
table is present under the landfill, under the assumption that sooner or later
leachate will leak through the blanket to the subsurface, a drainage system
is placed under the landfill area to intercept the contaminated groundwater.

A clay blanket or cap can also be placed on top of an area of contaminated
(mostly by heavy metals) sediment on the bottom of an open body of water,
such as a river, a lake or the sea, to prevent the release of toxic substances
from the sediment to the open water (Palermo, 1998; Mohan et al., 2000).

Another type of control measure is physical containment of contaminated
groundwater. Typically, this involves the construction of a low permeability
barrier (e.g., a slurry wall, or a grout curtain) in the subsurface, designed
to surround the contaminated subsurface domain (Starr and Cherry, 1994;
Devlin and Parker, 1996; Philip, 2001). The ground surface bounded by the
barrier is often covered with an impermeable cap which prevents further
contamination through ground surface, forestalls any water level rise by infil-
tration in the area surrounded by the barrier, and prevents toxic gases from
escaping into the atmosphere.

A slurry wall is a relatively narrow (usually, 0.6–1.0 m wide) trench dug
down to some depth below the water table. The trench is then filled with
low permeability material, e.g., clay, a mixture of soil and bentonite, or soil
and cement. The typical desired permeability of such a mixture is about
10−8 cm/sec. In this way, a barrier to the movement of water immediately
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below the water table is created (as well as a barrier to any lateral movement
in the vadose zone). The objective of this barrier, which usually takes the
form of a closed loop, is to capture, or contain contaminants that float on
the water table (LNAPL), and those that dissolve in the water, but are
present in the layer of water immediately below the water table. In most
cases, the slurry wall is not completely impervious, but its permeability is
much lower than that of the undisturbed soil. The immediate advantage of
the barrier is that it isolates a contaminated groundwater body from its
surrounding. This is especially true if the slurry filled trenched is keyed into
an underlying aquiclude (in which case it is referred to as a cutoff wall).
Then the contaminated groundwater body is completely isolated and trapped.
It can then be pumped and treated. If such aquiclude does not exist, the
isolation is incomplete. A ‘free product’ (LNAPL) floating on the water table
cannot escape, as it is stopped by the slurry wall, but dissolved components
will continue to be transported downstream by the water, albeit, sometimes
slowed down by the low velocity zone created by the barrier when it reaches
some depth below the water table. In spite of this conclusion, a barrier may
achieve the goal of containing a contaminant within property boundaries, at
least temporarily

An issue that has to be addressed when designing a barrier, or cutoff
wall, is the chemical effects of the contaminants on the materials of which
the barrier is constructed. In fact, the chemical reactions of contaminants
with the barrier wall materials can be used as a strategy for contaminant
containment and removal (Subs. 7.10.6).

7.10.3 Pump-and-treat

‘Pump-and-treat ’ is, probably, the most common technology used for reme-
diating a contaminated aquifer, once the (chemical) nature and the extent of
the subsurface plume have been identified (Mackay and Cherry, 1989; Keely,
1989; Mercer et al., 1990). Cohen et al. (1998) presented design guidelines
for pump-and-treat systems, with many references. Basically, this technique
involves the removal of the contaminant from the aquifer with water pumped
through specially installed wells, located (areal distribution and depth of
screen) in some optimal manner, e.g., so as to maximize the removal of con-
taminant mass with a minimum volume of total pumped water. Obviously,
determining the location of the wells/screens is a multiple objective manage-
ment problem: we wish to minimize time of clean-up, say until reaching MCL,
to maximize contaminant mass removed, to minimize costs (or to achieve
maximum clean-up within a specified budget), etc.

The pumped water is sent to a treatment facility, where it is treated ac-
cording to the chemical nature of the contaminant (often by air stripping
or liquid-phase granular activated charcoal) to a level that allows the treated
water to be discharged to the drainage system, or to a nearby stream. Un-
der certain conditions, depending on prevailing regulations, it is permitted
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Circulation cell

PumpingRecharge

Figure 7.10.1: A circulation cell in a uniform flow (flow from left to right).

to re-inject the treated water back into the aquifer, using artificial recharge
technologies (Sec. 3.4). This ‘pump-treat-inject’ technique is a more efficient
option as it saves water (Bear and Sun, 1998; Chang et al., 2007). Further-
more, the combined flow pattern, created by both pumping and injection, can
be designed to be much more efficient from the point of view of optimizing
the entire pump and treat operation. At the same time, the placement of
wells should be such as to avoid the creation of stagnation zones, or zones of
very low velocity, from which the contaminant cannot be removed.

A circulation cell is a special case of the pump-treat-inject technique. In
this case, we have a pumping well and a recharging (≡ injecting) one of equal
strength, located along a streamline, with the recharging well placed upstream
of the pumping one (see Fig. 7.10.1). The resulting pattern is flow from the
recharging well to the pumping one, within a closed elliptically-shaped, or, in
3-D flow, ellipsoidally-shaped, domain within the aquifer. Ideally, the aquifer
domain occupied by the contaminant to be removed should be enclosed within
the water divide that delineates the circulation cell, thus isolating the con-
taminant plume from the rest of the aquifer. The recharge-pumping operation
acts like a push-pull one, and contaminated water is gradually pumped out
of the aquifer, treated to remove the contaminants, and re-injected. In this
technique the volume of water that is pumped (= injected) is minimal. Some-
times, various additives may be added to the injected water. e.g., nutrients,
in order to enhance bio-transformations, and surfactants to affect surface ten-
sion (in multiphase flow). In addition, surfactants will increase the solubility
of contaminants (say, from DNAPL ganglia within the saturated zone), thus
enhancing the efficiency of the pump-and-treat technology (Fountain et al.,
1991, 1996).

One efficient strategy for determining the location and rate of discharge
of the pumping wells, is to install them in such a way that they create (indi-
vidually or through their combined effect) a capture zone that will force the
interception of the plume of contaminated groundwater (again, meaning the
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Capture zone

Figure 7.10.2: An interception well in uniform flow (flow from left to right).

minimization of total pumped water per unit mass of removed contaminant).
Fig. 7.10.2 shows an interception well in uniform flow in an aquifer.

Obviously, the entire pump-and-treat operation should be accompanied by
continuous monitoring (taking and analyzing water samples) of the evolution
of the contaminated zone. The data continuously obtained from the moni-
toring system enhances the efficient management of the clean-up operations.
As the clean-up operation evolves, pumping and injection wells may have to
be relocated, existing wells may have to be turned off, new wells may have
to be added (Hoffman, 1993; Bear and Sun, 1998).

Methods for evaluating pump and treat system performance, and tools for
creating optimal efficient pumping schemes are discussed in Gorelick et al.
(1993), Marryott et al. (1993), McKinney and Lin (1995), Huang and Mayer
(1997), Fetter (1999), and Aly and Peralta (1999).

Source areas often contain contaminants in the form of isolated ganglia of
a NAPL phase residing in fine-grained (almost) water saturated sediments.
Because of their low permeability, it is practically impossible to remove such
NAPL ganglia, or water with dissolved NAPL, from such formations by the
flow produced by pumping wells. Instead, dissolved contaminants escape from
such low permeability formations by the mechanism of molecular diffusion
(discussed in Sec. 7.5) into the flow pattern in the higher permeability aquifer
material. This is a rather slow process, so that the clean-up of such source
area by the pump-and-treat technique is practically impossible.

Since it is difficult to force flow through low permeability formations, the
pump and treat strategy is often used for the hydraulic containment of the
source area, or plume interception. Extraction wells are placed down-gradient
of the source area in such a pattern that the entire source area falls within the
capture zone of the extraction wells. Such a strategy intercepts the dissolved
contaminant, preventing it from migrating downstream, away from the source
area. Furthermore, the interception wells can be placed upstream of pumping
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wells, protecting the latter from contamination by intercepting the advancing
plume.

Another option of the hydraulic containment technique is the creation,
by pumping, of a ‘crater’ in the water table, such that contaminated water
cannot escape from it, except by pumping. This kind of containment can be
consider a variation on the pump-and-treat technique. The pumped water
can be sent for treatment. It is also possible to re-inject the treated water,
creating a flow pattern that contains the source area. Such operation can
continue until the entire source is removed.

7.10.4 Soil vapor extraction

Soil Vapor Extraction (SVE), also known as ‘soil venting’, is a most effec-
tive in situ clean-up technology that reduces concentrations of volatile con-
stituents in the water, the gaseous phase, and that adsorbed to soil in the
unsaturated (vadose) zone (Hinchee et al., 1991; Wright et al., 1997; Brus-
turean et al., 2007; Machackova et al., 2008). It is a technology suitable
particularly for cleanup of source areas that are contaminated by VOC’s
(Volatile Organic Compounds). Dissolved volatile components will partition
between the water and the gaseous phase, in an attempt to reach equilibrium.
In this technology, fully or partially screened wells are installed within the
vadose zone, designed to pump (vacuum) air containing contaminants in the
form of vapor. The volatile contaminant constituents volatilize and the vapors
are drawn toward the extraction wells. At the same time, fresh air is drawn
into the subsurface through ground surface. It is also possible to enhance
the operation by injecting fresh air into the formation at appropriate loca-
tions through specially installed injection wells (see Fig. 7.10.3). In this way,
subsurface volatile contaminants are gradually removed. The extracted air
is released to the atmosphere after being treated, often by activated carbon
absorption, or combustion technologies, to avoid air pollution.

Another necessary condition for the vapor extraction technique to be cost-
effective is that the soil’s permeability to gas, at the prevailing gas saturation,
needs to be sufficiently high, so that a significant flux of gas may be produced
by the planned level of vacuum imposed at the extraction well.

In areas of high groundwater levels, simultaneous pumping of water may
be required in order to offset the effect of up-welling induced by the vacuum.

In addition, lowering the water table by pumping, increases the volume of
unsaturated zone, and brings more (contaminated) water in contact with air,
thus enhancing volatilization.

7.10.5 Air sparging

When a volatile contaminant, e.g., a petroleum hydrocarbon, or a VOC, such
as a chlorinated solvent, after percolating through the vadose zone, reaches an
underlying phreatic aquifer and accumulates on the water table in the form
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Figure 7.10.3: Soil vapor extraction together with water pumping and air
injection.

of a lens, because its density is lower than that of water, it can be removed
(at least, partly) by air sparging. The same technique is also applicable when
the volatile contaminant is carried by the water as a dissolved component.

In this technique, air is injected into the saturated zone through a specially
designed well, with its screen located below the water table (see Fig. 7.10.4).
The injected air spreads out in the contaminated formation, both vertically
and horizontally, creating a two-phase (air-water), or three-phase (air-NAPL-
water), zone in the form of a cone around the well, thus bringing (mobile) air
into contact either directly with the VOC or NAPL, or with water contain-
ing dissolved VOC or NAPL. The volatile contaminant will partition between
the aqueous phase (water) or the NAPL and the gaseous one (air), and the
contaminant vapor will be carried and removed from the formation by vacu-
uming the air. The latter is achieved by installing and operating a soil vapor
extraction (SVE) system (discussed above). The removed vapor-loaded air is
delivered to an air-stripping facility.

As contaminant vapor is being removed from the void space, partitioning
will continuously take place between the adsorbed contaminant and the aque-
ous solution. The latter, in turn, tries continuously to reach equilibrium with
the gaseous phase. In this way, the contaminant is removed from both the
aqueous phase and the (surface of the) solid one. Air-sparging removes also
adsorbed contaminants from the saturated zone by creating air-water inter-
faces, thus enabling solid-aqueous phase, and aqueous phase-gaseous phase
partitioning. The same partitioning phenomenon takes place also in the un-
saturated zone.



Remediation Techniques 521

Δ

Vapor
treatment 
facility Vent to

atmosphere
Pump

Vadose zone

Saturated zone

Air

Air bubble

Air sparging

Vapor extraction

Contaminated
groundwater

Figure 7.10.4: Air sparging together with soil vapor extraction.

An important by-product of air-sparging is the enhancement of biodegra-
dation (of degradable organic compounds) in the saturated zone (as well as
in the unsaturated one) by increasing the availability of dissolved oxygen.

Since the effectiveness of the air-sparging technique depends on the cre-
ation of air-water, or air-NAPL (microscopic) interfaces, it is important to
ensure that the surface area of these interfaces be as large as possible. This
is done by designing the screen and the injection well to create small stream-
tubes of air (to maximize surface area). Tiny bubbles have a larger specific
surface area, but to enable flow, they need to coalesce to thicker stream-tubes.
However, if the air will move along a small number of thicker preferential
pathways, the air-water surface area will be relatively small, thus reducing
the efficiency of this technique. The creation of such pathways depends also on
the homogeneity or heterogeneity of the porous medium domain surrounding
the injection well. The presence of horizontal impervious lenses may adversely
affect the air’s flow pattern, creating zones of (almost) immobile air.

The rate at which air is circulated will determine its ability to cause
volatilization of VOCs and their removal from the formation. This rate, in
turn, depends on the permeability of the formation. Too low a permeability
will rule out the use of air sparging as a remediation technique. The injection
of air into a saturated zone of a sufficiently high permeability, will create an
unsaturated, air-water zone in the vicinity of the injecting well. As long as
the air is at funicular saturations (Fig. 6.1.5), effective permeability to air
exists, and the air will flow and spread out around the well, both horizontally
and vertically under the produced pressure gradient. In this way, the effec-
tiveness of the system increases, as air can move through a larger volume of
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contaminated soil. Soil anisotropy, with horizontal permeability larger than
the vertical one, will produce more lateral spreading.

Although increasing the rate of air injection (by increasing the pressure
at the injection well) seems to increase the efficiency of the operation, when
the rate becomes too high, the air saturation in the vicinity of the injection
well (i.e., within the cone of influence) will rise, by displacing the water in
the void space, This, in turn, will reduce the air-water specific interface area,
say, per unit volume of porous medium, thus reducing the efficiency of the
operation. The optimal rate of air injection, as well as spacing of wells, etc.,
may be determined by modeling the air sparging operation. Such a model
may be made to simulate a single injection well and a single vapor extraction
well, as well as a number of wells of both kinds distributed so as to optimize
the removal of the contaminant.

More information on this technique can be found, for example, in Marley
et al. (1992), Hinchee and Ong (1992), Johnson et al. (1993), Rayner et al.
(2007), Mohamed et al. (2007), Klinchuch et al. (2007), and Aivalioti and
Gidarakos (2008).

7.10.6 Permeable reactive barrier

A permeable reactive barrier (PRB) consists of an immobile (permeable)
porous material emplaced in the subsurface to extract (e.g., by adsorption) or
degrade (e.g., by chemical reactions) contaminants dissolved in groundwater
passing through it (Morrison and Spangler, 1993; Day et al., 1999; Benner
et al., 1999; Puls et al., 1999; Phillips et al., 2000; Scherer et al., 2000; Blowes
et al., 2000; Czurda and Haus, 2002). Usually, the PRB is created by digging
a trench of sufficient depth and length ahead of and perpendicular to an ad-
vancing plume, and filling it up to the water table by a physical, biological, or
chemical reagent. The contaminants carried by the water are treated as they
pass through this barrier. Sometimes, nutrients to promote the growth of
indigenous microbes, or colonies of non-native microbes, tailored to a partic-
ular contaminant, are added. The barrier can also be constructed by injecting
these reacting materials into the subsurface. Examples of PRBs are the place-
ment of walls of elemental iron filings in the subsurface to chemically reduce
concentrations of contaminants (Gavaskar et al., 1998), such as chlorinated
hydrocarbons (reductive dehalogenation), or uranium (reduction and immo-
bilization). The transport of the dissolved contaminants to and through the
PRB can be enhanced by pumping downstream of the barrier.

The advantages of PRBs are that once they are emplaced, ground surface
can be restored to its previous beneficial use, and the system itself requires
little if any maintenance. The disadvantages include the dependence on the
slow movement of groundwater to deliver the contaminants to the reactant,
and the finite life of the reactant. However, because, usually, no pumping is
required, this technology may be more cost-effective than pump-and-treat.

Additional remediation techniques include:
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• Bioremediation (or biotransformation, or biodegradation; Mercer et al.,
1990). Here microorganisms are introduced into the subsurface in order to
degrade NAPL in-situ (or, nutrients are introduced to enhance the growth
of such microorganisms).

• The use of surfactants to increase the solubility of hydrophobic compounds
(e.g., Abdul and Ang, 1994; Mansell et al., 1996; Fountain, 1997).

• Electro-kinetic enhanced remediation technique, in which a low intensity
electric current between a pair (or pairs) of electrodes implanted in the
subsurface, is used to mobilize a NAPL contaminant. Due to the electric
potential difference between the electrodes, electro-osmosis (pore water
flow induced by applied electric field) takes place within the contaminated
domain (Rohrs et al., 2002; Suer and Lifvergren, 2003; Niqui-Arroyo et al.,
2006; Yeung, 2006; De La Rosa-Perez et al., 2007; Korolev et al., 2008).

Information on additional remediation methods can be found in the liter-
ature, e.g., bioremediation (Atlas and Bartha, 1992; Pardieck et al., 1992),
thermal treatment by electrical heating (Iben et al., 1996), or by steam injec-
tion (Tse et al., 2001), natural bioattenuation (Salanitro, 1993), bioventing
(Dupont, 1993).



Chapter 8

NUMERICAL MODELS AND
COMPUTER CODES

As stated in the Preface, and emphasized repeatedly, the objective of this
book is to present and discuss the underlying fundamentals, as well as the
actual construction, of groundwater flow and solute transport models. Such
models can predict the future behavior, e.g., in the form of water levels and
solute concentrations, in specified subsurface domains. The relevant domains
of interest here are aquifers and the unsaturated zone. So far, we have been
focussing only on conceptual and mathematical models. We have repeatedly
emphasized, and we shall do so again in Chap. 11, that optimal management
decisions should not be made unless we use models to predict the conse-
quences of implementing the proposed decision alternatives. By analyzing
these consequences, or forecasts, we can make sure that constraints are not
violated, and that the optimal decision alternative is, indeed, selected. Such
forecasts can be made by solving the mathematical models that simulate
the behavior in the domain of interest, in response to the implementation
of various proposed alternative decisions. Unfortunately, although analytical
solutions are preferable, they are seldom possible for problems of practical
interest, because of the irregular boundaries of the problem domain, the het-
erogeneity of the domain, with respect to its physical parameters, and, some-
times, the nonlinearity of the equations. Instead, computer-based numerical
methods are used in practice for solving (or ‘running’) these models.

The use of numerical techniques and computer codes was introduced as
Step 4 in the modeling process described in Subs. 1.2.2. The objective of
this chapter is to provide some basic information on such techniques and
on the use of computer programs to solve (or ‘run’, or ‘simulate’) flow and
solute transport problems in practice. A number of numerical techniques are
reviewed in this chapter, but no attempt is made to present a thorough, or
critical, review. In each case, an example is used to demonstrate how model
equations—of either a flow or a solute transport problem—are treated by the
considered numerical technique. For computer codes, we have presented and
discussed a selection of codes that we consider to be the more commonly used
by hydrogeologist.

Nowadays, computer-aided numerical solutions are the major (perhaps,
the only) tool for solving problems in practice. Sometimes, the term ‘com-
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puter simulation’ is employed. The rapid progress in computer technologies
has made computers faster, with larger storage capacities, with parallel com-
puting capabilities, etc. It is possible nowadays to solve larger and more
complex problems faster, cheaper, and more accurately.

What is a ‘numerical solution’? While an analytical solution seeks to de-
termine the spatial and temporal distribution of the problem’s state variables,
e.g., h = h(x, t) and c = c(x, t), as continuous functions of space and time, a
numerical solution provides information on these variables only at a selected
set of points in space and time. Information on what happens at all other
points of interest is obtained by interpolation. Actually, nowadays, there are
also numerical methods that are based on tracing the movement of a set of
water and solute ‘particles’ through space and time; we shall mention them
in Sec. 8.6.

In this way, the problem is transformed from one described by a math-
ematical model, written in terms of a small number of variables, which are
continuous functions of space and time, e.g., h(x, y, z, t) and c(x, y, z, t), to
one described by a numerical model, written in terms of many discrete values
of these variables, defined at specified points in space and time, e.g., hnj for
h at a point in space marked as j and a time level marked as n. The con-
tinuous function h(x, y, z, t) is, thus, approximated by using values of h at a
set of specified points in time and space, combined with a certain interpo-
lation procedure. The small number of partial differential equations (PDEs)
that contain the continuous variables is replaced by a large number (often,
a very large number) of linear algebraic equations that contain the discrete
variables. Although the computer is incapable of having a routine procedure
to solve a PDE in a domain with arbitrary geometry, it can solve the set of
simultaneous linear equations through repetitive steps rather rapidly. The set
of instructions, or commands that tell the computer how to solve these equa-
tions is called a ‘computer program’ or ‘computer code’. Once these discrete
values are solved for, we can obtain information on what happens at every
point in the space and time domains of interest by appropriate interpolation.

It is not our intention to cite examples of numerical solutions of math-
ematical models, as numerous such examples can readily be found in the
literature. Nor will we elaborate on specific computer codes (with the ex-
ception of one or two widely used codes), as they are many, each designed
for a specific problem, or class of problems. Instead, we shall focus on some
principles and basic ideas that underlie the construction of numerical models
and the use of computer programs for their solution. Many codes, covering
most of the problems encountered in practice, are available nowadays, either
commercially, or in the public domain. Sometimes, an available code has to be
modified, or extended to cover a particular problem. A summary on computer
codes is given, for example, by Holzbecher and Sorek (2005). Summaries on
computer codes for density dependent solute transport are given by Sorek
and Pinder (1999), and Langevin et al. (2004). For more details on numer-
ical techniques, the reader should consult any of the numerous textbooks
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available on the subject, focussing on numerical methods for the solution of
boundary value problems.

The issues of code verification, the importance of using only properly ver-
ified codes, etc., are discussed in Subs. 1.2.2.

8.1 Finite Difference Methods

As mentioned earlier, the first step in most numerical methods is to replace
the mathematical model, composed of partial differential equations, accom-
panied by initial and boundary conditions, written in terms of continuous
state variables like h(x, t) and c(x, t), by a numerical model, written in terms
of discrete variables, such as hnj ≡ h(xj , tn), which are the corresponding
state variables at grid points xj and times tn.

We start by introducing a few definitions. Let hexac denote the exact solu-
tion of the PDE and hFD its finite difference approximation. Let hnum denote
the numerical solution of the equations formed by the finite difference ap-
proximation. We refer to the difference |hexac − hFD| as the truncation error,
due to the truncation of the Taylor series expansion in the finite difference
formulation (discussed below). The difference |hFD − hnum| is referred to as
the numerical roundoff error, at a considered point j and at all time steps,
due to the inability of the computer to carry numbers to an infinite number
of digits. The total error is made up of the sum of the truncation error and
the roundoff error. The condition for the convergence of a solution is that
|hexac − hFD| → 0 everywhere in the solution domain as the ‘grid size’, Δx,
Δy, etc., is made smaller, approaching zero. The condition for stability is
that given an error in the solution process, either from truncation, or from
roundoff error, that error will not grow exponentially from one time step to
the next.

With these definitions, our objective is to determine hnum such that over
the entire space and time domains of interest, the condition |hexac−hnum| ≤ ε
is satisfied, where ε is an a-priori specified error criterion. This is normally
accomplished by solving the problem with a few refinements of the mesh and
of the time step, observing the difference between the successive solutions.

The first step in a typical implementation of the Finite Difference Method
(abbreviated FDM) is to draw an orthogonal grid across the modeled domain.
Figure 8.1.1a demonstrates a grid for a two-dimensional planar domain. The
grid is obtained by dividing the axes into segments, and drawing lines parallel
to the axes. The segments on the axes may be equal (uniform grid) or different
(variable grid). In general, lines are made closer in areas where we wish to
obtain more detailed information on the behavior of the state variable. Figure
8.1.1b shows such a variable grid.

By replacing the derivatives that appear in the PDE by approximate ex-
pressions written in terms of variable values at grid points, shown as dots
in Fig. 8.1.1, we obtain the corresponding finite difference equations of the
problem. Recalling that the PDE actually expresses a balance of an extensive
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Figure 8.1.1: A grid for the grid-centered FDM: (a) Equal spacing, (b) Vari-
able spacing.

quantity, e.g., mass, a second, physically-based, approach is to consider the
balance of the considered extensive quantity in an element of area Δxi×Δyj
(in a 2-D domain), called a ‘cell’. Actually, this is the first step in developing
any balance equation, using the control box approach (Fig. 5.1.1), but with-
out going to the limit by letting the dimensions of the control box go to zero.
In this case, the nodes at which the discrete values of the considered variable
are represented are placed at the centers of the cells. We shall present this
second approach in Subs. 8.1.3.

8.1.1 Laplace equation

Let us demonstrate the finite difference method by applying it to the PDE
known as the Laplace equation:

∂ 2h

∂x2
+
∂ 2h

∂y2
= 0. (8.1.1)

It describes steady flow in a two-dimensional homogeneous isotropic confined
aquifer; see (5.4.55).

Let h = h(x, y) be a sufficiently smooth function so that it can be expanded
into a Taylor series about x in the positive direction:

h(x+Δx, y) = h(x, y) + (Δx)
∂h

∂x

∣

∣

∣

∣

x,y

+
(Δx)2

2
∂2h

∂x2

∣

∣

∣

∣

x,y

+
(Δx)3

3!
∂3h

∂x3

∣

∣

∣

∣

x,y

+ . . . .

(8.1.2)
The implication here is that Δx is a small quantity, and each successive term
in the above equation is of smaller and smaller magnitude, and, therefore,
can be dropped in an approximation. By keeping only the first two terms on
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the right hand side, the above equation can be rearranged as

∂h

∂x

∣

∣

∣

∣

x,y

=
h(x+Δx, y)− h(x, y)

Δx
+ O(Δx), (8.1.3)

where the term O(Δx) indicates that the truncated terms (meaning the error
in this approximation) are ‘of the order Δx’. In other words, the error, ε, is
bounded by ε < CΔx, where C is a finite, positive constant, independent of
Δx. Hence, as we make Δx smaller and smaller, the error will go to zero at
the same rate as Δx goes to zero. The above formula is called the forward
difference approximation. Figure 8.1.2 gives a graphical illustration of this
approximation of the first derivative.

In a similar way, we may expand h(x) into a Taylor series about x in the
negative direction:

h(x−Δx, y) = h(x, y)− (Δx)
∂h

∂x

∣

∣

∣

∣

x,y

+
(Δx)2

2
∂2h

∂x2

∣

∣

∣

∣

x,y

− (Δx)3

3!
∂3h

∂x3

∣

∣

∣

∣

x,y

+ . . . ,

(8.1.4)
from which we obtain the backward difference approximation of the first
derivative, in the form

∂h

∂x

∣

∣

∣

∣

x,y

=
h(x, y)− h(x −Δx, y)

Δx
+ O(Δx). (8.1.5)

By subtracting (8.1.4) from (8.1.2), we obtain the central difference approxi-
mation of the first derivative,
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∂h

∂x

∣

∣

∣

∣

x,y

=
h(x+Δx, y)− h(x−Δx, y)

2Δx
+ O

(

(Δx)2
)

. (8.1.6)

We note that this is a better approximation than either (8.1.3) or (8.1.5), as
the truncation error, O

(

(Δx)2
)

, is of a higher order in Δx. Figure 8.1.2 gives
a graphical interpretation of the three approximations. Clearly, the central
difference approximation gives a better representation of the true slope at
x. Our interest here, however, lies in the second derivative. To obtain an
approximation for the second derivative, we add (8.1.4) to (8.1.2), obtaining

∂2h

∂x2

∣

∣

∣

∣

x,y

=
h(x+Δx, y)− 2h(x, y) + h(x−Δx, y)

(Δx)2
+ O

(

(Δx)2
)

. (8.1.7)

Or, we can refer to the grid system shown in Fig. 8.1.1a, such that hi,j stands
for h(xi, yj), and assume constant spacing Δxi−1 = Δxi = Δx, to obtain the
finite difference approximation

∂2h

∂x2

∣

∣

∣

∣

i,j

≈ hi+1,j − 2hi,j + hi−1,j

(Δx)2
. (8.1.8)

Similarly, we can develop a formula that represents an approximation of the
second derivative, ∂2h/∂y2.

With these finite difference formulas, we can replace (8.1.1) at a grid point
(i, j) (see Fig. 8.1.1a) by its approximation

hi+1,j − 2hi,j + hi−1,j

(Δx)2
+
hi,j+1 − 2hi,j + hi,j−1

(Δy)2
= 0, (8.1.9)

where we have assumed equal spacing in both the x and y directions. The
truncation error for the above expression is ε = O

(

(Δx)2
)

+ O
(

(Δy)2
)

. For
the special case Δx = Δy, we obtain from (8.1.9)

hi,j =
1
4

(hi+1,j + hi−1,j + hi,j−1 + hi,j+1) , (8.1.10)

i.e., the value of the variable at a grid point is equal to the average of its four
neighboring points.

The formula for variable spacing is somewhat lengthier and can be found
in any book on the finite difference method, e.g., Smith (1986) and Huyakorn
and Pinder (1983).

We note that the finite difference equation, either (8.1.9) or (8.1.10), is
a linear algebraic equation. At each node in the solution domain, where the
value of h is not known a-priori, we can generate an equation like (8.1.9). For
n such internal nodes, we have n unknown h-values, and n such equations to
solve for them; hence, this is a closed set of equations. Although, in principle,
such a linear system can be solved by a matrix equation solver, using an
algorithm such as Gauss elimination (e.g., Press et al., 1992), in practice,
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such system is often solved by some iterative method (see any book on the
finite difference approach, e.g., Smith, 1986).

8.1.2 Diffusion equation

The Laplace equation contains only space derivatives. As a second example,
let us demonstrate the FDM by applying it to an equation that contains both
space and time derivatives. This is the diffusion-type equation that is often
encountered in groundwater flow

S

T

∂h

∂t
=

∂2h

∂x2
+
∂2h

∂y2
, (8.1.11)

in which S and T are constant over the entire domain. It describes tran-
sient flow in a two-dimensional homogeneous isotropic confined aquifer; see
(5.4.53). In the FDM, the following difference formula is used for the time
derivative:

∂h

∂t

∣

∣

∣

∣

i,j,k

=
hk+1
i,j − hki,j

Δt
, (8.1.12)

where the superscript k is used to denote a grid point in the time domain
(Fig. 8.1.3), such that hki,j ≡ h(xi, yj, tk), etc., and Δt ≡ tk+1−tk. Depending
on the time reference, k, k + 1, or k + 1

2 , selected for the spatial derivatives
as the grid point in the time domain, this formula represents a forward, a
backward, or a central difference, respectively. These approximation schemes
also corresponds to the explicit, implicit, and Crank-Nicolson (1947) schemes
to be discussed below.

For the spatial derivatives on the right hand side of (8.1.11), we can use
the central difference approximation, (8.1.9). However, we may ponder on
the question as to which time level should we assign the spatial derivatives?
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Generally, we use a weighted average of the two time levels, k and k+1, such
that (8.1.11) is approximated as

S

T

hk+1
i,j − hki,j

Δt
=

(1− θ)

[

hki−1,j − 2hki,j + hki+1,j

(Δx)2
+
hki,j−1 − 2hki,j + hki,j+1

(Δy)2

]

+ θ

[

hk+1
i−1,j − 2hk+1

i,j + hk+1
i+1,j

(Δx)2
+
hk+1
i,j−1 − 2hk+1

i,j + hk+1
i,j+1

(Δy)2

]

, (8.1.13)

where 0 ≤ θ ≤ 1 is a weighting factor. In the above equation, we assume that
all values of h are known at the current time level, k, as this is the nature of
a well-posed problem described by the diffusion equation, and we attempt to
find the values of h at time level k+1. In other words, values like hki,j , h

k
i−1,j ,

etc., are known, while hk+1
i,j , hk+1

i−1,j , etc., are sought for.
Let us discuss three different methods for solving such equations.

Explicit scheme (θ = 0). This scheme completely ignores the spatial deriva-
tive terms at time level k + 1, so that (8.1.13) reduces to

hk+1
i,j = hki,j +

TΔt

S

[

hki−1,j − 2hki,j + hki+1,j

(Δx)2
+
hki,j−1 − 2hki,j + hki,j+1

(Δy)2

]

.

(8.1.14)
The error associated with this approximation is ε = O

(

(Δx)2
)

+O
(

(Δy)2
)

+
O(Δt). We note that since all values on the right hand side of (8.1.14) are
known, we can obtain hk+1

i,j at each (i, j)-node explicitly, without the need
for a simultaneous solution of a (linear) system of equations.

This scheme is very easy to implement. However, it has a serious drawback:
the scheme is only conditionally stable, that is, its stability can be guaranteed
only if the following condition is satisfied

T

S

[

Δt

(Δx)2 + (Δy)2

]

≤ 1
2
. (8.1.15)

As discussed at the beginning of this subsection, in a stable scheme, any
error generated by the approximation is dampened as the solution progresses
in time (although new errors are constantly being generated at each time
step). In an unstable scheme, any error will grow exponentially, such that
after a few time steps, the numerical solution has no relevance to the true
solution. The implication of (8.1.15) is that for a given grid system, the size
of the time step, Δt, is restricted. In order to use a larger time increment,
i.e., to reach the large-time solution sooner, the grid size, Δx and Δy, must
be correspondingly reduced; this means increased computational costs.
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Fully implicit scheme (θ = 1). This scheme uses time level k + 1 to
represent the spatial derivative. Equation (8.1.13) then becomes

S

T

hk+1
i,j − hki,j

Δt
=

[

hk+1
i−1,j − 2hk+1

i,j + hk+1
i+1,j

(Δx)2
+
hk+1
i,j−1 − 2hk+1

i,j + hk+1
i,j+1

(Δy)2

]

.

(8.1.16)
The error is the same as in the explicit scheme, i.e., ε = O

(

(Δx)2
)

+
O
(

(Δy)2
)

+ O(Δt). The difference is that these equations are coupled, when
written for individual nodes, and cannot be solved individually. These linear
algebraic equations form a system that has to be solved simultaneously by
either elimination or iteration procedures. However, a significant feature of
the implicit scheme is that it is unconditionally stable. Hence, selecting any
grid dimensions, there is no restriction on the size of the time steps used.
This means that rather large time steps can be used to reach a larger time
sooner. Unfortunately, as indicated by the error estimate above, the error will
still grow with the size of the selected time step.
Crank-Nicolson scheme (θ = 1/2). In this case, following (8.1.13), the
spatial derivative terms are taken as the average at the time levels k and
k+ 1. This scheme is also implicit, i.e., a simultaneous solution is needed. In
fact, we may view this scheme as being centered at the time level k+ 1

2 , with k
and k+1 representing ‘before’ and ‘after’ steps, respectively. Hence, both the
left and right hand sides are equivalent to a central difference approximation
in time (compare with the central difference formula in space, (8.1.6)). It
can be shown (Smith, 1986) that the error associated with this scheme is
ε = O

(

(Δx)4
)

+ O
(

(Δy)4
)

+ O
(

(Δt)2
)

, which is superior to the other two
schemes. The Crank-Nicolson scheme is also unconditionally stable; hence, it
is widely used for the solution of diffusion-type equations.

8.1.3 Cell-centered approach

As mentioned earlier, a second approach for the development of a finite dif-
ference scheme is to use a cell-centered, rather than a grid-centered, approxi-
mation. Particularly, the cell-centered approach is adopted in the widely used
computer code, MODFLOW, developed by the U.S. Geological Survey (see
Sec. 8.8). The cell-centered approach may be considered as a special case of
the Finite Volume Method (Loudyi, 2005) discussed in Sec. 8.2.

The cell-centered approach is based on the mass (or any other relevant
extensive quantity) balance of the cell. We shall illustrate this approach by
using the flow equation for an inhomogeneous confined aquifer, (5.4.53). Let
us consider the grid system shown in Fig. 8.1.4, with rectangular cells iden-
tified by the column and row numbers. For cell (i, j), the piezometric head
is represented at the center of the cell, as hi,j , and the discharges are repre-
sented at the mid-points of the four boundary segments; they are denoted by
(Qx)i− 1

2 ,j
, etc. For this cell, the mass (or volume, for incompressible fluid)

balance requires that the excess of inflow over outflow be equal to the added
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storage in the cell (see Sec. 5.1):

Si,jΔxiΔyi
hk+1
i,j − hki,j

Δt
= (Qx)i− 1

2 ,j
− (Qx)i+ 1

2 ,j

+(Qy)i,j− 1
2
− (Qy)i,j+ 1

2
+Ni,jΔxiΔyi − Pi,jΔxiΔyi, (8.1.17)

where Si,j is the storage coefficient in cell (i, j), and Ni,j and Pi,j are, respec-
tively, the recharge and the pumping rates within that cell. Particularly, if a
pumping or a recharge well exists within a cell, with discharge Qw (negative
for recharge), then Pi,j = Qw/ΔxiΔyi, i.e., effectively spreading the pumping
over the entire cell area.

Similar to the grid-centered approach, we may raise the question: at which
time step should the discharge be evaluated? This leads to the same consid-
erations as in the explicit, implicit, and Crank-Nicolson schemes, discussed
above. In the implicit scheme (employed in the MODFLOW computer code),
we express the discharge by

(Qx)i− 1
2 ,j

= −Ti− 1
2 ,j
Δyj

hk+1
i,j − hk+1

i−1,j

Δxi− 1
2

(Qx)i+ 1
2 ,j

= −Ti+ 1
2 ,j
Δyj

hk+1
i+1,j − hk+1

i,j

Δxi+ 1
2

, (8.1.18)

with a similar expression for the Qy terms. In the above equation, we note
that:

Δxi− 1
2

=
Δxi−1 +Δxi

2
, Δxi+ 1

2
=

Δxi +Δxi+1

2
. (8.1.19)
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The transmissivity can be approximated as either a simple average

Ti− 1
2 ,j

=
Ti−1,j + Ti,j

2
, etc., (8.1.20)

or as a harmonic mean

Ti− 1
2 ,j

=
Δxi−1 +Δxi

(Δxi−1/Ti−1,j) + (Δxi/Ti,j)
, etc. (8.1.21)

Combining (8.1.17) and (8.1.18), we obtain a linear equation in terms of the
(cell-centered) nodal values of h, similar to (8.1.16). An iterative procedure
is typically used for the solution of the simultaneous system of equations.

8.1.4 Boundary and boundary conditions

As illustrated in Figs. 8.1.1 and 8.1.4, the cells formed by the FDM grid have
either a rectangular (2-D) or a cubical (3-D) shape. It is usually difficult to
use these shapes to fit an irregular geometry of the boundary of a considered
domain. In Fig. 8.1.1, we demonstrate two options for fitting the geometry:
either we create nodes located on the boundary (marked as white dots) so as
to represent the boundary more accurately, or we use the regular grid system
(marked by black dots) to obtain a rough approximation of the boundary. In
the former case, special finite difference formula and extra bookkeeping efforts
are needed in order to keep track of the boundary nodes. A strength of the
FDM, in contrast to other numerical methods, such as the Finite Volume and
Finite Element methods, is that the nodes are arranged in a regular pattern.
In this way, they can be referred to by their row and column numbers (or
array indices in 3-D cases), making their relations with neighboring nodes
easily identifiable, without too much bookkeeping. To retain this advantage,
the latter approach of using a regular grid to approximate the geometry is
often adopted.

Figure 8.1.5 gives an example of how a solution domain is approximated
by the cell-centered FDM. All cells with (cell-centered) nodes falling within
the domain are considered domain cells. As in many codes, e.g., in MOD-
FLOW, all domain cells are designated as variable-head cells, meaning that
the head values are unknown in such cells, and have to be solved for. The fi-
nite difference equation (8.1.17) is applicable to each variable-head cell. Cells
with nodes falling immediately outside the boundary, or on the boundary,
are referred to as boundary cells.

We consider two types of boundary conditions: Type 1: a boundary of
prescribed head (Dirichlet condition), and Type 2: an impermeable boundary
(Neumann condition). Accordingly, we assign two types of boundary cells:
constant-head cells and no-flow cells. A constant-head cell means that the
head value is prescribed on the cell (node), although its value may change with
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Figure 8.1.5: The approximation of a solution domain and the designation of
boundary conditions by the cell-centered finite difference approach.

time, depending on the given boundary condition. The no-flow cell means that
no discharge is allowed to cross its boundary.

We may use Fig. 8.1.4 to illustrate the implementation of these boundary
conditions. We assume that the center cell, (i, j), is a variable-head cell,
while the cell to the left, (i − 1, j), is a constant-head cell. The discharge
term (Qx)i− 1

2 ,j
in (8.1.17) is expressed by the first equation in (8.1.18), with

hk+1
i−1,j replaced by the known boundary head value. On the other hand, if the

left cell is a no-flow cell, we simply set (Qx)i− 1
2 ,j

= 0 in (8.1.17). The finite
difference equation (8.1.17) is not applied on these boundary cells, as there
is no unknown value of the variable there. Finally, cells outside the boundary
cells are called inactive cells, as no action is required on them.

Other boundary conditions can be modeled in a similar way. For example,
a constant-flow cell can be assigned on a boundary with prescribed (non-zero)
normal specific discharge, qn (Subs. 5.2.3B).

In this case, the discharge (Qx)i− 1
2 ,j

in (8.1.17), contributed by the con-
stant flow cell, (i − 1, j), to the adjacent variable-head cell, (i, j), can be
assigned the value

(Qx)i− 1
2 ,j

= qxΔyjBi− 1
2 ,j
, (8.1.22)

where qx is the x-component of qn, and B is the aquifer’s thickness.
When the aquifer is adjacent to a river with a semi-permeable bed (see

Subs. 5.2.3C), the flux contribution to and from the river is proportional to
the head difference between the river and the adjacent cell. This leads to the
third type (Robin) boundary condition,
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Figure 8.2.1: Comparison of (a) An FDM Cartesian grid (50 × 50 mesh),
and (b) An FVM non-orthogonal grid (50× 50 mesh) (Loudyi et al., 2007).
(Figure courtesy of D. Loudyi and R.A. Falconer.)

(Qx)i− 1
2 ,j

=
hR − hi,j

cr
ΔyjBi− 1

2 ,j
, (8.1.23)

where hR is the head in the river, and cr is the resistance (= reciprocal of the
leakance) of the semipervious layer. Other boundary conditions (Subs. 5.2.3)
can be modeled in a similar way.

8.2 Finite Volume Methods

The Finite Volume Method (FVM), which was originated in computational
fluid dynamics (CFD) to address some of the difficulties of the FDM, has
become one of the most popular methods used in CFD (Leveque, 2002; Ver-
steeg and Malalasekera, 1995). A deficiency of the FDM, as described in the
preceding section, is that it relies on a regular, Cartesian mesh. As a re-
sult, it can create relatively large errors around the boundary of a considered
domain. The FVM allows the distortion of a rectilinear mesh to conform
to the geometry of a problem’s boundary. The resulting ‘cells’, in a two-
dimensional domain, are simple convex quadrilaterals. Figure 8.2.1 illustrates
both a Cartesian FDM-grid, and a distorted FVM-grid (Loudyi et al., 2007).
The distorted grid not only conforms better to the problem domain, but
can also be made denser in regions where the solution is expected to have a
steeper variation, thus leading there to a more accurate solution. This dis-
torted Cartesian grid is a ‘structured’ grid, as it is possible to keep track of
the cells and grid nodes by their row and column numbers. It is, however,
still somewhat limited in its ability to conform to a complex geometry of
a problem boundary. A more conforming ‘unstructured’ cell system can be
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developed for the FVM by using triangular shaped elements, similar to those
employed in the FEM (Sec. 8.3).

A possible option is to use polygonal elements formed by the Thiessen
network (e.g., Bear, 1979, p. 447). The trade-off is that, like for the FEM,
a more complex mathematical formulation, a more tedious preparation of
input data, and more bookkeeping, are needed. Altogether, this is not the
preferred approach for FVM. Hence, in this section, the discussion is limited
to structured quadrilateral elements.

Another advantage of the FVM is that it is based on the integration of
the principle of conservation of extensive quantities, such as mass, heat, and
momentum. Unlike the node-centered FDM, where the conservation princi-
ple is satisfied only if the grid size approaches zero, the FVM conserves the
extensive quantity within each local cell. The cell-centered FDM has a sim-
ilar property. In fact, the FDM can be considered as a special case of the
FVM, using a Cartesian grid. Other advantages of the FVM include the abil-
ity to deal with discontinuities, such as a shock front (i.e., a stationary or
moving front of solution discontinuity), and with discontinuities in material
properties. The (grid-centered) FDM relies on the existence of derivatives and
cannot easily satisfy the conservation principles and discontinuity conditions.

As an example of an extensive quantity, let us consider the mass of a dis-
solved species. The problem of transport of a single dissolved species without
adsorption in a saturated porous medium, as described by (7.4.3), is repeated
here as

φ
∂c

∂t
= −∇ · φ(cV −Dh · ∇c) + φρΓ γ . (8.2.1)

In this equation, we assume that the flow velocity, V, is already known from
the solution of the corresponding flow equation, and the solute concentration,
c, is sought from the solution of (8.2.1), subject to appropriate initial and
boundary condition. We can now average the above equation by integrating
it over the finite volume, Ωi, of cell i,
∫

Ωi

φ
∂c

∂t
dx = −

∫

Ωi

∇ · (φ cV) dx +
∫

Ωi

∇ · (φDh · ∇c) dx +
∫

Ωi

φρΓ γ dx,

(8.2.2)
in which dx ≡ dx dy dz. By applying the divergence (Gauss) theorem, we can
transform the first two terms on the right hand side into surface integrals:
∫

Ωi

φ
∂c

∂t
dx = −

∫

∂Ωi

φ cV · n dx +
∫

∂Ωi

φ (Dh · ∇c) · n dx +
∫

Ωi

φρΓ γ dx,

(8.2.3)
where ∂Ωi is the surface area of the boundary of Ωi.

Equation (8.2.3), which is the integral form of the mass balance equation
(8.2.1), is the basis for the FVM approximation. While in the FDM, the
differential equation is approximately satisfied at a point, in the FVM, the
integral equation is approximately satisfied in a finite volume cell of finite
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Figure 8.2.2: Schematic view of a FVM quadrilateral cell system.

size. As in all numerical methods, (8.2.3) needs to be transformed into a
discrete form. Similar to other numerical methods, there are different ver-
sions of FVM. For example, the FVM can be cell-centered, edge-centered,
or vertex-centered (Lewis et al., 2006). The grid system can be a structured
Cartesian grid (Fig. 8.2.1a), or a structured, non-Cartesian, quadrilateral grid
(Fig. 8.2.1b), or a totally unstructured, arbitrary polygonal grid. In fact, the
cell-centered, Cartesian, uniform grid FVM is the same as the cell-centered
FDM, introduced in Subs. 8.1.3; hence, there is no need to discuss this spe-
cial, but widely used, case here. Instead, we shall demonstrate below how to
approximate (8.2.3), using a structured quadrilateral grid.

Consider the two-dimensional finite volume cell with index i, together with
its neighboring cells, shown in Fig. 8.2.2. Note that although a quadrilateral
cell with four sides is shown here, most of the discussion below is not limited
to this number of cell sides.

First, we rewrite the left hand side of (8.2.3) in the form

∫

Ωi

φ
∂c

∂t
dx = |Ωi|φi ∂ci

∂t
= |Ωi|φi c

k+1
i − cki
Δt

, (8.2.4)

where φi is the porosity, assumed to be constant over the cell, and ci is the
average concentration over the ith cell, assigned to the node located at the
cell’s (geometric) center, superscripts k and k+1 denote time steps, and |Ωi|
is the area of the cell. The two surface integral terms in (8.2.3), representing
the advective and dispersive fluxes, can be summed over the surfaces of the
finite volume cell, ∂Ωij , j = 1, . . . , n, and approximated as

n
∑

j=1

∫

∂Ωij

φ cV · n dx =
n
∑

j=1

bij φij cij Vij · nij , (8.2.5)
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n
∑

j=1

∫

∂Ωij

φ (Dh · ∇c) · n dx =
n
∑

j=1

bij φij (Dh(ij) · (∇c)ij) · nij , (8.2.6)

where cij , Vij , etc., are the surface averaged values of c and V, respectively,
assigned to the mid-point of the edge, ∂Ωij , and bij is the length of ∂Ωij
(Fig. 8.2.2).

We note that in the cell-centered scheme, the discrete, unknown concen-
tration values are assigned to the cell center, denoted as points A and B in
Fig. 8.2.2. However, in (8.2.5) and (8.2.6), values of concentrations and con-
centration gradients, cij and (∇c)ij , are referred to the center of the bound-
ary segment, e.g., point C in Fig. 8.2.2. It is necessary to assign these edge
concentration values to the center node. Although there are many different
ways to approximate the concentration and concentration gradients at node
C (Karimian and Straatman, 2006), only one technique will be presented
here as an illustration. According to Demirdžić et. al (1992), the following
approximation

cC =
1
2
(cA + cB) +

1
2
[(∇c)A + (∇c)B ] ·R, (8.2.7)

is of second order accuracy (equivalent to a central difference scheme). The
vector R is marked in Fig. 8.2.2; the point M is shown as the mid-point
of the segment AB. Through the above equation, the concentration at the
boundary node C is decomposed into a linear combination of concentrations
and concentration gradients at the cell-center nodes, A and B. The following
approximation formula relates the concentration gradient at node C, to the
values at cell-center nodes:

(∇c)C =
cA − cB

D · nC

nC +
{

(∇c)A + (∇c)B

2
− [(∇c)A + (∇c)B] ·D

2D · nC

nC

}

. (8.2.8)

This expression is second order accurate (Demirdžić and Muzafarija, 1995).
Finally, it is necessary to approximate the concentration gradients at A

and B, (∇c)A and (∇c)B , by the nodal concentration values. One way to
construct this relation is through the approximation:

(∇c)A ·D = cB − cA. (8.2.9)

We note that two unknowns, (∂c/∂x)C and (∂c/∂y)C, to be solved for, appear
in the single equation (8.2.8). This relation, however, can also be constructed
with respect to each of the neighboring cells. Hence, based on either trian-
gular, quadrilateral, or other polygonal cells, we always have more equations
than required for solving for the two unknowns. These two components of
the gradient are, therefore, solved for by the least square method, to obtain
the optimal solution. Through back substitution, we note that (8.2.7) and
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(8.2.8), and then (8.2.5) and (8.2.6), and finally (8.2.3), are expressed in
terms of concentration values at the cell-centered nodes. We also note that
the approximation algorithm described above is not unique; there exist other
approximation schemes that assign velocity, concentration, etc., to cell cen-
ters, edge centers, or vertices. A comparison of the accuracy of the different
approximation schemes can be found in Loudyi (2005).

There remains one more issue to be addressed—at which time level should
all these variables be represented? As with the FDM, we can select time level
k for an explicit scheme, level k + 1 for an implicit scheme, or k + 1

2 for a
Crank-Nicolson scheme. In the actual implementation of FVM, however, a
mixed scheme is typically used for the different terms. Particularly, since the
gradient needs to be calculated by the least square method, it is, typically,
modeled by the explicit scheme; otherwise, iterations will be required within
any given time step.

8.3 Finite Element Methods

The origin of the Finite Element Method (FEM) may be traced to Courant
(1943). He used the works of Ritz (1908) and Galerkin (1915), which are
based on the variational integral representation (virtual work) of a PDE and
on the minimization of such functional to obtain approximate solutions to
elliptic PDEs. In Courant’s approximate solution, the domain was subdivided
into a number of triangular subdomains (elements), and the solution was
represented, piecewise, in each subdomain as a summation of simple basis
functions, such as polynomials. The full development of the method, however,
had to wait until the wide availability of electronic computers. Driven by the
needs of the aerospace industry, Clough (1960) and co-workers applied the
method to the solution of problems in structural mechanics, and coined the
term Finite Element Method (FEM).

Because the FEM uses triangular and various irregularly shaped elements,
the subdivision of a considered domain can be unstructured, meaning that
the nodes forming the elements can be arbitrarily scattered in the domain
in sparse or concentrated patterns to form elements of various sizes. This
flexibility is useful not only for irregularly shaped domains, but also for con-
centrating elements in regions where larger variations exist in the considered
variable, and where a better accuracy is required. The rectilinear grid based
FDM has some difficulty to conform to these requirements.

There exist a few different theoretical formulations for the FEM. In struc-
tural mechanics, the development of the FEM is, usually, based on the phys-
ical consideration of the energy principle. The latter takes the form of the
virtual work principle, or the principle of minimum total potential energy.
This formulation has its root in the Ritz method mentioned above. For field
problems, such as problems governed by the Laplace or the diffusion equa-
tions, a different finite element formulation, known as the weighted residual
method (Zienkiewicz, 1971), particularly the version called Galerkin method,
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is often used. Only the weighted residual formulation is discussed here. A
more complete presentation of the FEM, as applied to porous medium flow
and transport, can be found in Pinder and Gray (1977), and Huyakorn and
Pinder (1983).

8.3.1 Weighted residual methods

Let us start by presenting the general concept of the weighted residual method.
Consider a function of space, u(x), which can be a scalar, or a vector, satisfy-
ing a (system of) PDEs. We can, symbolically, express the system of equations
in the following operator form:

L (u(x)) = f(x), x ∈ Ω, (8.3.1)

where L is a partial differential operator, f is the inhomogeneous right hand
side, and Ω is the solution domain, bounded by the surface ∂Ω. The above
system is subject to a set of essential and natural boundary conditions to
form a well-posed system,

S(u(x)) = g1(x), x ∈ ∂ΩS,

N (u(x)) = g2(x), x ∈ ∂ΩN , (8.3.2)

where S and N are the partial differential operators corresponding to these
conditions, and ∂ΩS and ∂ΩN denote the boundary segments that correspond
to these conditions, with ∂ΩS∪∂ΩN = ∂Ω, ∂ΩS∩∂ΩN = ∅, and ∂ΩS �= ∅. By
‘essential boundary condition’ we mean that values are given to the function
u itself (as in the Dirichlet condition), while by ‘natural boundary condition’
we mean that boundary values are given in the form of derivatives of the
function (e.g., as in the Neumann condition).

One basic approach to finding an approximate solution is to express it as
a series expansion; for example,

u(x) ≈ û(x) =
n
∑

i=1

aiNi(x), x ∈ Ω, (8.3.3)

where û denotes the approximate solution, Ni are some given basic func-
tions, known as the basis functions, and ai are a set of unknown coefficients
to be determined. Examples of basis functions include polynomials (e.g., La-
grangian, or Chebyshev polynomials), sine and cosine functions (as in the
Fourier series), exponential function, etc. It is desirable to select these basis
functions from a complete set of functions, which can represent any functions
of a given class.

We note that the approximation function on the right hand side of (8.3.3)
is defined for the entire domain Ω; hence, it is a global interpolation function.
Depending on the selection of the basis function, global interpolation is typ-
ically highly continuous, meaning that it can be differentiated many times.
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The finite element idea, on the other hand, is based on local interpolation
functions that are piecewise continuous. The finite element formulation will
be discussed in Subs. 8.3.2.

To ensure that (8.3.3) is indeed an approximate solution of the given sys-
tem, we have to show that the governing equation (8.3.1), as well as the
boundary condition (8.3.2), are satisfied at least in an approximate sense.
Our goal is to express these requirements in terms of a set of linear algebraic
equations defined in terms of the unknown coefficients ai, and to solve this
linear system for these coefficients. In essence, this general procedure defines
most numerical methods. One specific procedure for achieving this goal is the
weighted residual method described below.

Since the approximate solution, û, needs to satisfy the governing equation,
we can substitute it on the left hand side of (8.3.1), and find its difference
with respect to the exact expression:

L(û(x)) − L(u(x)) = L(û(x)) − f(x) = R(x), (8.3.4)

where R is called the (error) residual. Similar expressions can be defined for
the boundary conditions. The residual is not the solution error itself, which
is given by û− u; instead, it is an indication of error. Particularly, if we can
make the residual equal to zero everywhere, i.e., R = 0 for all x ∈ Ω and ∂Ω,
then we have the exact solution. Since this is not possible for the approximate
solution, we seek to minimize the residual in a certain mathematical sense.
The method of weighted residual seeks to minimize the residual as a weighted
average over the domain, i.e.,

∫

Ω

R(x)wi(x) dx =
∫

Ω

[L(û(x)) − f(x)]wi(x) dx = 0, (8.3.5)

for a finite set of weighting functions, wi, i = 1, . . . , n. Since it is also necessary
to satisfy the boundary conditions, (8.3.2), the following boundary residuals
also need to be minimized:
∫

∂ΩS

[S(û(x))− g1(x)]wi(x) dx +
∫

∂ΩN

[N (û(x)) − g2(x)]wi(x) dx = 0.

(8.3.6)
Here, the weighting functions, wi, need not be the same as those in (8.3.5),
and the weights for the two types of boundary conditions may be different.

As pointed out by Brebbia and Dominguez (1977), different choices of
weighting function lead to different numerical methods. For example, the fi-
nite difference method can be considered as a method that uses the Dirac
delta function as the weighting function, while also enforcing the bound-
ary conditions to be exact. The boundary element method (Brebbia, 1978)
(Sec. 8.4) uses the fundamental solution as the weighting function. The
Galerkin method, on the other hand, uses the same basis function of the
approximate solution as the weighting function.
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To gain a basic understanding of the weighted residual method, let us
present three different versions: the collocation, the subdomain, and the
Galerkin methods.

A. Collocation method

If, in the weighted residual formula, (8.3.5), we use the Dirac delta function as
the weighting function, i.e., wi(x) = δ(x − xi), we are no longer integrating
over a region; instead, we pick up a discrete value at xi. Equation (8.3.5)
becomes

L(û(x))|x=xi
= f(xi), xi ∈ Ω. (8.3.7)

For example, if the approximate solution û, as given by (8.3.3), is used, its
substitution into (8.3.7) yields

L
⎧

⎨

⎩

n
∑

j=1

ajNj(x)

⎫

⎬

⎭

x=xi

=
n
∑

j=1

ajL{Nj(x)}x=xi
= f(xi). (8.3.8)

In the above equation, we notice that the PDE operator, L, operates only on
the basis functions Nj, which are some simple algebraic expressions, such as
polynomials, to interpolate the solution. For a given PDE operator (govern-
ing equation), and a given choice of basis functions (of which there are many
possible choices), the differentiations contained in the expression L{Nj(x)}
can be analytically carried out. With the substitution of x = xi, the expres-
sion becomes a known constant. Hence, (8.3.8) is a linear algebraic equation
with the coefficients aj as unknowns. Enforcing (8.3.8) at a point xi ∈ Ω
ensures that the governing equation is exactly satisfied at that location. To
have the governing equation approximately satisfied over the entire solution
domain, we select a finite set of points, xi, i = 1, . . . ,m1, distributed all over
the domain, and enforce the governing equation (8.3.8) on them. As a result,
we obtain a set of linear algebraic equations.

To satisfy the boundary conditions, it is also necessary to enforce (8.3.6)
on a set of boundary points, i.e.,

S(û(xi)) = g1(xi), xi ∈ ∂ΩS,

N (û(xi)) = g2(xi), xi ∈ ∂ΩN . (8.3.9)

Following the same procedure that transforms (8.3.7) into (8.3.8), we also
obtain a set of linear algebraic equations with the coefficients aj as unknowns.
If we select m1 points to enforce the governing equation, and m2 points for
the boundary conditions, and let m = m1+m2 = n, where n is the number of
terms in the series approximation of û, we obtain a system of linear algebraic
equations that contain n unknowns (aj , j = 1, . . . , n), and n equations. The
system can be solved for the unknown coefficients aj . With aj given, the
approximate solution û, as defined in (8.3.3), is found.
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Figure 8.3.1: Flow in a leaky confined aquifer.

As an illustration, let us consider the problem of the leaky confined aquifer
shown in Fig. 8.3.1. Assuming a constant head, Ho, in the upper, phreatic
aquifer, and an impervious base at the bottom, the governing equation for a
steady, one-dimensional flow is given by the simplified from of (5.4.58):

d2h

dx2
+
Ho − h

λ
= 0, (8.3.10)

where λ = KBB′/K′ is the leakage factor, K and K′ are, respectively, the
hydraulic conductivity of the leaky aquifer and of the semipervious layer, and
B and B′ are the thicknesses of the layers. Given the boundary conditions

h(0) = h1 and h(L) = h2, (8.3.11)

the above problem can be solved to yield the exact solution

h = Ho + C1e
x/

√
λ + C2e

−x/√λ, (8.3.12)

where

C1 =
eL/

√
λ(Ho − h2)− (Ho − h1)

1− e2L/
√
λ

,

C2 =
e2L/

√
λ(Ho − h1)− eL/

√
λ(Ho − h2)

1− e2L/
√
λ

. (8.3.13)

For K = 100 m/day, K′ = 1 m/day, B = 10 m, B′ = 20 m, Ho = 36 m,
h1 = 32 m, h2 = 24 m, and L = 1, 000 m, the head distribution between
x = 0 and L is plotted as the solid line in Fig. 8.3.2.

To find an approximate solution, we assume that it can be represented by
the polynomial

h ≈ ĥ = a0 + a1x+ a2x
2 + a3x

3 + a4x
4. (8.3.14)
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Figure 8.3.2: Comparison of exact and approximate solutions: Exact solu-
tion (8.3.12); collocation method (8.3.18); subdomain method (8.3.21); and
Galerkin method (8.3.31).

It is obvious that if we include more terms on he right hand side of (8.3.14),
the solution will be better represented. However, the price of such improved
accuracy is an increase in computational efforts.

The approximate solution needs to satisfy the two boundary conditions in
(8.3.11); hence, we obtain the two equations

32 = a0,

24 = a0 + 103 a1 + 106 a2 + 109 a3 + 1012 a4. (8.3.15)

Inside the domain, the error of this approximation can be found by substitut-
ing the approximate solution (8.3.14) into the governing equation (8.3.10), to
obtain the residual R, defined in (8.3.4),

R = 0.00005(36−a0−a1x−a2x
2−a3x

3−a4x
4)+2a2+6a3x+12a4x

2. (8.3.16)

Rather than making the residual vanish everywhere, we select three locations,
x = 250, 500 and 750 m, to enforce the zero residual condition there, resulting
in the equations:

0 = 0.0018− 0.00005 a0 − 0.0125 a1 − 1.125 a2 + 719 a3 + 5.55× 105 a4,

0 = 0.0018− 0.00005 a0 − 0.025 a1 − 10.5 a2 − 3250 a3 − 1.25× 105 a4,

0 = 0.0018− 0.00005 a0 − 0.0375 a1 − 26.1 a2 − 1.66× 105a3

−9.07× 106a4. (8.3.17)

The above system, (8.3.15) and (8.3.17), can be solved for a0–a4; the approx-
imate solution is
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ĥ = 32+0.0265 x−7.87×10−5x2 +1.14×10−7x3−7.02×10−11x4. (8.3.18)

For comparison, the exact solution is also plotted (as the long dashed lines)
on Fig. 8.3.2.

B. Subdomain method

In the subdomain method, we use the weighting function

wi(x) = 1, if x ∈ Ωi,
= 0, if x �∈ Ωi, (8.3.19)

where Ωi(∈ Ω) is a subdomain. In other words, rather than enforcing the
governing equation on a set of selected points, as in the collocation method,
we require that the averaged residual vanishes over a set of subdomains. It
is obvious that the collection of subdomains should cover the entire domain,
∑n

i=1 Ωi = Ω. Similar considerations should be applied to the boundary
conditions. In what follows, to illustrate the method. we shall use the same
one-dimensional leaky aquifer problem presented in the preceding subsection.

We assume that the approximate solution, ĥ, is given by the same poly-
nomial presented in (8.3.14). By requiring that the two boundary conditions,
at x = 0 and x = L, be satisfied, we arrive at the same two equations as
(8.3.15). To satisfy the governing equation over a subdomain x1 ≤ x ≤ x2,
we integrate the residual (8.3.16) over that subdomain

∫ L

0

w(x)R(x) dx =
∫ x2

x1

R(x) dx

=
(

0.0018 x− 0.00005 a0x+ 2 a2x− 0.000025 a1x
2 + 3 a3x

2

−0.0000167 a2x
3 + 4 a4x

3 − 0.0000125 a3x
4

−0.00001 a4x
5
)∣

∣

x2

x1
. (8.3.20)

We may select three subdomains, (0, L/3), (L/3, 2L/3), and (2L/3, L), to
enforce the zero weighted residual condition, and obtain from (8.3.20) three
linear equations in terms of a0–a4. Together with (8.3.15), we can solve for
the coefficients to obtain the approximate solution

ĥ = 32+0.0286 x−9.59×10−5x2 +1.53×10−7x3−9.39×10−11x4. (8.3.21)

This solution is plotted as the short dashed lines in Fig. 8.3.2.

C. Galerkin method

The Galerkin method uses the basis functions Ni(x) as the weighting function
for the approximation (see (8.3.3)). In other words, (8.3.5) becomes
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∫

Ω

[L(û(x))− f(x)]wi(x) dx =

∫

Ω

⎡

⎣L
⎛

⎝

n
∑

j=1

ajNj(x)

⎞

⎠− f(x)

⎤

⎦ Ni(x) dx = 0. (8.3.22)

Again, we shall use the leaky aquifer example to illustrate the method.
In the Galerkin method, there is no particular way to enforce boundary

conditions; hence, the selected basis functions must automatically satisfy the
boundary conditions. To facilitate the selection of basis functions, we trans-
form the boundary value problem defined in (8.3.10) and (8.3.11) into one
with null boundary conditions, by defining a new variable

φ = h− h2 − h1

L
x− h1. (8.3.23)

Substituting φ into (8.3.10) and (8.3.11), we obtain a new equation,

d2φ

dx2
+
Ho − φ

λ
−

h2−h1
L x+ h1

λ
= 0, (8.3.24)

with
φ(0) = 0 and φ(L) = 0. (8.3.25)

We approximate the solution by

φ̂ = x(x − L)(a0 + a1x+ a2x
2), (8.3.26)

noting that this is the same 4th degree polynomial as (8.3.14), but here it
satisfies the null boundary conditions in (8.3.25).

Substituting (8.3.26) into (8.3.24), we find the residual to be

R(x) = 0.0002 + 2 a0 − 2000 a1 + 0.0000004 x+ 0.05 a0x+ 6 a1x,

−6000 a2x− 0.00005 a0x
2 + 0.05 a1x

2 + 12 a2x
2 − 0.00005 a1x

3

+0.05 a2x
3 − 0.00005 a2x

4. (8.3.27)

To minimize this residual, we identify the three basis functions, associated
with the coefficients a0, a1 and a2:

N1 = x(x − L), N2 = x2(x− L), N3 = x3(x − L). (8.3.28)

Minimizing against N1, we obtain

∫ L

0

R(x)N1(x) dx = −6.67× 104

−2× 109 a0 − 1× 1012 a1 − 5.76× 1014 a2 = 0. (8.3.29)
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Figure 8.3.3: Comparison of errors in the three approximate solutions: col-
location method (8.3.18); subdomain method (8.3.21); and Galerkin method
(8.3.31).

Similarly, we can obtain two additional linear equations, using N2 and N3 as
weights. Solving these equations, we obtain

a0 = −3.77× 10−5, a1 = 6.18× 10−8, a2 = −9.22× 10−11. (8.3.30)

Finally, after restoring the original variable, we obtain

ĥ = 32+0.0297 x−0.0000995 x2+1.54×10−7 x3−9.22×10−11 x4. (8.3.31)

This approximate solution is plotted in Fig. 8.3.2 as the long dashed line for
comparison with the other solutions. We notice that all three approximate
solutions, (8.3.18), (8.3.21), and (8.3.31), are 4th degree polynomials; they
differ only by the coefficients.

To gain a clearer picture of the accuracy of the approximate solutions,
as obtained by each of the methods, we present in Fig. 8.3.3 the solution
error as the difference between the approximate and the exact solution. We
observe that the choice of weighting function makes a difference in the error.
Particularly, the use of Dirac delta function (collocation method) minimizes
the error on a set of selected nodes, but not everywhere, which results in the
largest maximum error in the domain. On the other hand, the subdomain and
the Galerkin method distribute the error over the domain by minimizing the
integrated error, which is weighted differently for these two methods. Partic-
ularly, we observe that Galerkin method is the most effective in spreading the
error such that the maximum error in the domain is the smallest. The lesson
learned here seems to suggest that using weights that require integration is
the best strategy in terms of minimizing the maximum error, although extra
effort is needed in performing the integration. However, we shall demonstrate
in the following sections that the high accuracy of the weighted residual meth-



550 NUMERICAL MODELS AND COMPUTER CODES

Ω

Ω3

Ω2
Ω1

Γ
x

y

1

2

3

�

�

�

x1 x3 x2

y1

y3

y2

Ωe

Figure 8.3.4: Dividing the domain into triangular elements.

ods is destroyed, when we start to subdivide the domain into elements for the
purpose of integration, and to use low degree polynomials to interpolate the
solution within each element. In fact, this is the path followed by the finite
element method.

8.3.2 Galerkin finite element methods

As mentioned earlier in this section, there are, generally, two formulations
for the FEM: one based on the variational principle, and the other based
on the method of weighted residuals (Zienkiewicz, 1977). Only the latter,
particularly the more popular Galerkin method, is discussed in this book.

A. Finite element discretization

The finite element method is based on subdividing the solution domain into a
large number of elements. Figure 8.3.4 shows an example of a two-dimensional
domain subdivided into triangular elements. Rather than define a single,
continuous, global function for the approximate solution, such as (8.3.3), we
represent the solution by using a number of local interpolation functions,
each defined within a given element. We then patch them together to form a
piecewise continuous function. Within each element, the solution is typically
represented by a small number of discrete values, and a low degree polynomial
is used for the interpolation.

For the simplest representation, we select the triangular element shown
as an inset in Fig. 8.3.4. At the three vertices of the element, the discrete
values of head are given as h1, h2 and h3. Inside the element, the head is
interpolated, using the linear function

ĥ = a+ bx+ cy, (x, y) ∈ Ωe, (8.3.32)
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where Ωe is the subdomain defined by the e-th element. Since this solution
must satisfy the condition that ĥ = h1, h2 and h3, at (x, y) = (x1, y1), (x2, y2)
and (x3, y3), respectively, we have sufficient conditions to uniquely determine
the three coefficients a, b and c, in terms of these coordinates and the discrete
head values. For the final expression, it is customary to sort and collect the
nodal values, h1, h2 and h3, and express them in the form

ĥ(x, y) = �N1 N2 N3�
⎧

⎨

⎩

h1

h2

h3

⎫

⎬

⎭

= N1h1 +N2h2 + N3h3, (8.3.33)

where N1, N2 and N3 are called, in the finite element terminology, shape
functions. Each of them is a linear function

Ni = ai + bix+ ciy, i = 1, 2, 3, (8.3.34)

with

a1 = (x2y3 − x3y2)/2A, b1 = (y2 − y3)/2A, c1 = (x3 − x2)/2A,
a2 = (x3y1 − x1y3)/2A, b2 = (y3 − y1)/2A, c2 = (x1 − x3)/2A,
a3 = (x1y2 − x2y1)/2A, b3 = (y1 − y2)/2A, c3 = (x2 − x1)/2A,

(8.3.35)

where
A = x1y2 + x2y3 + x3y1 − x1y3 − x2y1 − x3y2, (8.3.36)

is the area of the element. It can easily be shown that at the vertex (x1, y1),
we have N1 = 1, N2 = N3 = 0, with similar behavior at the other two
vertices. Hence, ĥ takes the value of h1, h2 and h3 at the respective nodes;
thus, it is a linear function in the form (8.3.32).

When these elements are patched together, they share sides and vertices.
To ensure compatibility, it is necessary that whenever several elements share
the same node, the same nodal value will be used for all elements. This will
ensure the continuity of the function at the nodes, as well as on the edges of
the element. However, it does not guarantee the continuity of the derivatives.
In fact, the latter are discontinuous upon crossing from one element to the
other. By patching the Ωe elements, e = 1, . . . , ne, together, the approximate
function becomes

ĥ =
ne
∑

e=1

3
∑

i=1

Nih
e
i . (8.3.37)

Or, after sorting the terms for the nodal values, hj, j = 1, . . . ,m, where j
is the node’s global index, and m is the total number of nodes in the finite
element domain, (8.3.37) can be expressed as

ĥ =
m
∑

i=1

Nihi = Nh, (8.3.38)



552 NUMERICAL MODELS AND COMPUTER CODES

where Ni is the combined shape function, incorporating all the contributions
to the j-th node. Note that we have written this equation also in matrix form.

The above kind of local interpolation may be compared with the global
interpolation used in Subs. 8.3.1A, B and C, in the forms of the collocation,
the subdomain, and the Galerkin methods. We notice that the polynomial
interpolation given in (8.3.14) is defined for the entire domain, and that only
a single ‘element’ exists. The accuracy of the solution is improved by in-
creasing the polynomial’s degree. Such functions are highly continuous (i.e.,
having high order derivatives), as opposed to the local interpolation, for ex-
ample (8.3.37), which is not continuous, even in the first derivative. Methods
based on global interpolation are more accurate than those based on local
interpolation. This issue will be revisited in Subs. 8.5.

B. Weak formulation for flow problems

In Subs. 8.3.1, we have shown that the Galerkin method, which uses the basis
function (≡ shape function) as the weighting function, gives a better solution
accuracy than other methods; hence, the Galerkin weighted residual scheme
is most often adopted in the finite element discretization presented in the
preceding subsection.

As a demonstration, let us apply the Galerkin FEM to the governing equa-
tion of a leaky confined aquifer in a two-dimensional domain, (5.4.57), ex-
pressed in the form

L(h) ≡ ∂

∂x

(

T
∂h

∂x

)

+
∂

∂y

(

T
∂h

∂y

)

− S
∂h

∂t
+
Ho − h

cr
= 0, (8.3.39)

where Ho is the steady piezometric head in the upper unconfined aquifer,
and cr is the resistance of the confining semi-pervious layer. The boundary
and initial conditions are

h(x, t) = g(x, t), x ∈ ∂ΩS; −T
∂h

∂n
= q(x, t), x ∈ ∂ΩN ;

h(x, 0) = f(x), x ∈ Ω. (8.3.40)

Based on the weighted residual method, (8.3.5), we aim at minimizing the
residuals of both the governing equation and the boundary conditions in
a certain mathematical sense. For the Galerkin method, we use the shape
functions,Ni, as the weights, and require that the following weighted residuals
vanish, i.e.,

∫

Ω

Ni

[

∂

∂x

(

T
∂h

∂x

)

+
∂

∂y

(

T
∂h

∂y

)

− S
∂h

∂t
+
Ho − h

cr

]

dx

−
∫

∂ΩN

Ni

[

T
∂h

∂n
+ q

]

dx = 0. (8.3.41)
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We note that in the above equation, the residual of the essential (Dirichlet)
boundary condition is not included, because it is automatically satisfied by
the adoption of the approximation function (8.3.37) that uses the nodal head
values for interpolation. Equation (8.3.41) is called a strong formulation, be-
cause, when it is satisfied for an arbitrary weighting function at all points of
Ω, the original partial differential equation, (8.3.40), must be satisfied at all
points. We also notice that in order to satisfy the differential equation, the
function h must be at least twice differentiable.

The differentiability requirement poses a problem for the piecewise lin-
ear approximation (8.3.37), as once the shape functions are differentiated
twice, they become zero and (8.3.41) vanishes. Although this problem can be
solved by using higher degree polynomials, it is generally undesirable to do
so in FEM, as this makes the element more complicated. Hence, rather than
increase the degree of the polynomial approximation, we reduce the formula-
tion’s differentiation requirement by introducing the weak formulation. This
is accomplished by making use of Green’s theorem
∫

Ω

Ni∇ · (T∇h) dx = −
∫

Ω

∇Ni · (T∇h) dx +
∫

∂Ω

Ni T
∂h

∂n
dx. (8.3.42)

Substituting (8.3.42) into (8.3.41), we obtain
∫

Ω

∇Ni · (T∇h) dx +
∫

Ω

Ni

[

S
∂h

∂t
− Ho − h

cr

]

dx

+
∫

∂ΩN

Ni q dx−
∫

∂ΩS

Ni T
∂h

∂n
dx = 0. (8.3.43)

Furthermore, we notice that the last integral on the left hand side can be
dropped because the shape functions Ni, selected as weighting functions,
are associated with the discrete unknown h-values, and they vanish at any
boundary, ∂ΩS, with essential boundary condition. Hence,

∫

Ω

∇Ni · (T∇h) dx +
∫

Ω

Ni

[

S
∂h

∂t
− Ho − h

cr

]

dx +
∫

∂ΩN

Ni q dx = 0.

(8.3.44)
Equation (8.3.44) is then the weak formulation of (8.3.39) and (8.3.40). In
this form, h is differentiated only once; hence, h can be represented by the
linear shape function N. As noted before, the linear shape function vanishes
in the strong form, (8.3.41), when it is differentiated twice; hence, it cannot
be used in the strong formulation. Another reason for using the weak formu-
lation is that, as demonstrated below, when the same shape function, N, is
used to approximate h, the solution matrix representing the linear system is
symmetric, which means a significant reduction in computational effort.

The next step in the finite element formulation is to substitute the piece-
wise approximation, (8.3.37) or (8.3.38), into (8.3.43), obtaining
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[∫

Ω

SNiN dx
]

∂h
∂t

+
[∫

Ω

∇Ni · (T∇N) dx +
∫

Ω

1
cr
NiN dx

]

h

−
∫

Ω

Ni
Ho

cr
dx +

∫

∂ΩN

Ni q dx = 0, (8.3.45)

in which we have used h to denote a column vector of the discrete nodal
values of h, �h1, h2, . . .�T . In (8.3.45), we note that the discrete piezometric
head values, h, are not functions of space, and can, therefore, be moved out
of the integration. Finally, when we execute (8.3.45) for i = 1, . . . ,m, where
m is the number of nodes and the head is an unknown, we obtain the matrix
equation

C
∂h
∂t

+ Ah + F = 0, (8.3.46)

where C and A are m×m matrices, and F is a m×1 matrix, with components

Cij =
∫

Ω

SNiNj dx

Aij =
∫

Ω

∇Ni · (T∇Nj) dx +
∫

Ω

1
cr
NiNj dx

Fi = −
∫

Ω

Ni
Ho

cr
dx +

∫

∂ΩN

Ni q dx. (8.3.47)

Thus, (8.3.46) is a system of first-order ordinary differential equations, with
time derivative terms: dh1/dt, dh2/dt, etc. This system can be solved by
utilizing a finite difference scheme for its time discretization.

As discussed in Subs. 8.1.2, the variable h can be expressed at two time
levels, k and k+ 1, which are Δt apart, as hk and hk+1. The time derivative
term in (8.3.47) is then expressed by the first-order Taylor series expansion

∂h
∂t

=
hk+1 − hk

Δt
. (8.3.48)

The rest of the terms in (8.3.47) can be represented as a weighted average
between the two time levels. For example, we can express h as

h = (1− θ)hk + θhk+1, (8.3.49)

where θ is a weighting factor for the time discretization.
With these representations, equation (8.3.46) becomes

(

C

Δt
+ θA

)

hk+1 +
[

− C

Δt
+ (1− θ)A

]

hk+(1−θ)Fk+θFk+1 = 0. (8.3.50)

We note that in (8.3.50), all quantities at time level k are known, and we
seek the solution at time level k + 1. Similar to the finite difference method,
discussed in Subs. 8.1.2, by setting θ = 0, 1 and 1/2, we obtain the explicit,
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implicit, and Crank-Nicolson schemes, respectively. Or, by setting θ = 2/3
or 1/3, we obtain a Galerkin type weighting process (Zienkiewicz, 1977).
Particularly, for the explicit scheme, (8.3.50) becomes

C

Δt
hk+1 =

[

C

Δt
− A

]

hk − Fk. (8.3.51)

As the matrix C, defined in (8.3.47), is in a diagonal form, the above system of
equations can be solved recursively, without the decomposition of the matrix.
Similar to the FDM, the explicit scheme is only conditionally stable; hence,
only small time steps can be used. The implicit, Crank-Nicolson, and Galerkin
schemes are unconditionally stable.

C. Weak formulation for transport problems

As an example of a solute transport problem, we refer to the advective-
dispersive transport equation (8.2.1). To find the approximate solution of
this equation, we seek to minimize the following weighted residual expression,
with respect to a set of trial (basis) functions:

∫

Ω

Ni

[

∇ · φ(cV −Dh · ∇c) + φ
∂c

∂t
− φρΓ γ

]

dx = 0, (8.3.52)

where the Ni’s, i = 1, . . . ,m, are shape functions that interpolate the con-
centration, c, within the finite element domain, similar to that defined in
(8.3.38). Since the shape functions are used as weighting functions, this is
a Galerkin formulation. Applying the divergence theorem to the dispersive
transport part of (8.3.52), we obtain

∫

Ω

[∇Ni · (φDh · ∇Nj) +Ni(φV · ∇Nj)] cj dx

+
∫

Ω

Ni

[

φ
∂cj
∂t

Nj − φρΓ γ
]

dx

−
∫

∂Ω

[Ni(φDh · n) · ∇Nj ] cj dx = 0, (8.3.53)

where we have replaced the concentration by its discrete representation
c =

∑m
j=1 Njcj . The above equation forms the basis for the finite element

discretization.

D. Stabilized finite element for advection-dominated transport

It is well known that it is more difficult to solve the advection-dispersion
equation (8.2.1) numerically when the transport is dominated by advection,
i.e., it is characterized by a large Peclet number (see Subs. 7.7). Consider
the special case of advection-only flow. In such a case, an initially sharp
front will be transported unchanged at the advective velocity. In a numerical
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solution, however, we typically observe that the concentration oscillates near
the front; the numerical solution can alternately overshoot and undershoot
the true solution from one node to the next. This phenomenon exists for all
numerical methods, FDM, FEM, and FVM. Let us use a finite difference
example to illustrate the cause of this effect.

Consider the transport of solute by advection only in a one-dimensional
flow of an incompressible fluid (i.e., ∂V/∂x = 0), in a homogeneous domain
(φ = const.), such that (8.2.1) reduces to

∂c

∂t
+ V

∂c

∂x
= 0. (8.3.54)

We can write a finite difference approximation of (8.3.54), using the central
difference formula for the spatial derivative, and the explicit time stepping
scheme. The concentration ck+1

i , at node i and time-step k + 1, takes the
form

ck+1
i = cki −

VΔt

2Δx
(

cki+1 − cki−1

)

. (8.3.55)

Let us assume that the sharp front of a step function is located at node i
at time-step k, such that cki−1 = cki = co and cki+1 = 0. We can clearly see
from (8.3.55) that at time-step k + 1, the concentration is ck+1

i > co, that
is, the concentration at node i at the next time step becomes greater than
the constant concentration co, while it should be equal. For node i+ 1, if we
make the velocity V = Δx/Δt, then the front should travel to node i + 1
at time step k + 1, with concentration ck+1

i+1 = co. However, from the finite
difference formula, we calculate ck+1

i+1 = co/2 < co. Hence, the interpolation
based on central difference, which uses information from points both ahead
of and behind the front, causes the concentration near the front to overshoot
and undershoot, thus developing oscillations.

One way to avoid this oscillation error is to use backward differences in
space, that is, to use only information from behind the front (i.e., only in the
upstream direction), not ahead of it, leading to

ck+1
i = cki −

V Δt

Δx

(

cki − cki−1

)

. (8.3.56)

This type of upstream, or upwind approximation has been widely used in all
numerical methods, e.g., Leveque (2008), and Ozisik (1994), for finite differ-
ence, Zhu (1991), Lazarov et al. (1996), and Leveque (2002), for finite volume,
and Therrien and Sudicky (1996), for control volume finite element imple-
mentation. In this subsection, we shall discuss the finite element techniques
for reducing the oscillation error.

Similar to the FDM and the FVM, the upwind method has been devel-
oped also for the FEM (Heinrich et al., 1977; Huyakorn and Nilkuha, 1979;
Huyakorn and Pinder, 1983). Referring to the advection-dispersion transport
equation (8.2.1), and comparing it with the Galerkin formulation (8.3.52),
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the upstream weighted residual formulation can be expressed as
∫

Ω

Wi [∇ · φ(cV −Dh · ∇c)] dx +
∫

Ω

Ni

[

φ
∂c

∂t
− φρΓ γ

]

dx = 0, (8.3.57)

where the Wi’s are the upstream weighting functions, which are biased to-
ward the upstream direction. Similar to (8.3.53), the weak formulation then
becomes

∫

Ω

[∇Wi · (φDh · ∇Nj) +Wi(φV · ∇Nj)] cj dx

+
∫

Ω

Ni

[

φ
∂cj
∂t

Nj − φρΓ γ
]

dx

−
∫

∂Ω

[Wi(φDh · n) · ∇Nj ] cj dx = 0. (8.3.58)

This type of FEM formulation, which uses a weight that is not a shape
function, causing a non-symmetric matrix, is called a Petrov-Galerkin for-
mulation.

Although the upwind scheme can smooth out the oscillations, it is a lower
order approximation, compared to the central difference based one. This lower
order approximation will, in turn, introduce an error called numerical disper-
sion. For an illustration, we can continue with the finite difference analysis
presented through (8.3.54)–(8.3.56). Let us examine the error generated by
using the backward difference scheme. From the Taylor series expansion, we
obtain

V
∂c

∂x
= V

c(x) − c(x−Δx)
Δx

+ V
Δx

2
∂2c

∂x2
+ . . . (8.3.59)

The backward difference contained in (8.3.56) refers only to the first term
on the right hand side. By comparing the (truncated) second term on the
right hand side of (8.3.59) with the dispersive transport terms in (8.2.1), we
conclude that the error caused by the truncation is equivalent to introducing
the effect of dispersion, with a dispersion coefficient equal to V Δx/2. This
numerical dispersion has the effect of smearing out the sharp front, as if real
dispersion exists.

One way to overcome this error is to combine the central difference ap-
proach with the upwind difference one, such that the artificial dispersion
will compensate for the numerical dispersion in the upwind scheme. This
method needs to be carefully constructed such that it does not generate a
cross-wind dispersion, that is, dispersion in the direction perpendicular to
the flow, as some schemes do. These considerations led to the development of
the streamline-upwind Petrov-Galerkin (SUPG) method (Hughes and Brooks,
1979; Brooks and Hughes, 1982; Hughes et al., 1989), in which an artificial
dispersion operator is constructed in the streamline direction only. In this
way, the cross-wind dispersion is avoided. This is done by modifying the
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Galerkin formulation presented as (8.3.53) in the following way:
∫

Ω

∇Ni · (φDh · ∇c) +Ni(φV · ∇c) + φ
∂c

∂t
− φρΓ γ dx

−
∫

∂Ω

Ni(φDh · n) · ∇c dx

+
ne
∑

e=1

∫

Ωe

τSUPGV · ∇Ni

[

∇ · φ(cV −Dh · ∇c) + φ
∂c

∂t
− φρΓ γ

]

dx = 0,

(8.3.60)

where ne is the number of elements, and τSUPG is a stabilization factor that
depends on the local Peclet number, the element size, and the flow (stream-
line) direction. For example, we can choose τSUPG as (Brooks and Hughes,
1982; Galeao et al., 2004)

τSUPG =
δ

2|V|ξ(Pe), (8.3.61)

where δ is the element size, Pe is the local Peclet number, defined as

Pe =
|V|h
2Dh

, (8.3.62)

and ξ is a dimensionless function, for example (Brooks and Hughes, 1982),

ξ(Pe) = coth(Pe)− 1
Pe

. (8.3.63)

The SUPG method has been applied to solve groundwater solute transport
problems by Gordon et al. (2000, 2001), with reactive transport by Couto
and Malta (2008), and in partially saturated flow problems by Kees et al.
(2008).

Further developments of the stabilized finite element methods can be found
in Masud and Hughes (2002), Brezzi et al. (2005), and Hughes et al. (2006),
for porous medium flow problems, in Hughes (1995), Franca et al. (1992),
Franca and Frey (1992), Brezzi et al. (1992), and Malta and Loula (1998),
for advection-diffusion problems, and in Tezduyar et al. (1992a, b), for moving
interface problems.

8.3.3 Meshless finite element methods

One disadvantage of the conventional finite element methods is its need to
assemble the element connectivity data. Referring to Fig. 8.3.4, we observe
that each finite element is defined by a number of nodes, which are defined by
a global numbering system. It is necessary to provide, as computer program
input, the nodes that define every element. We also observe that each node is
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shared by a number of elements. All this information in required in order to
properly assign the contribution of the weighted integration of the Galerkin
scheme to the correct discrete nodal variables. The creation of such informa-
tion can be quite cumbersome. According to the finite element community,
”... even with powerful mesh generators, three-dimensional meshing is still an
extremely burdensome task and that the conversion of solid models to finite
element data is time-consuming and often introduces numerous ambiguities
...” (Belytschko et al., 1994).

Since the mid-1990s, the finite element community has been engaged in
an intensive effort to develop meshless or element-free methods that elim-
inate the need of creating element connectivity data as input. In addition
to simplifying input data preparation, meshless methods are also known for
their easier ‘remeshing’ for moving boundary or interface problems. A num-
ber of meshless finite element methods have emerged. These include diffuse
element method (Nayroles et al., 1992), element-free Galerkin method (Be-
lytschko et al., 1994; Sakurai and Kawahara, 2004; Modaressi and Aubert,
1998), partition of unity method (Melenk and Babus̆ka, 1996), h-p clouds
method (Duarte and Oden, 1996), local Petrov-Galerkin method (Atluri and
Zhu, 1998; Atluri and Shen, 2002; Atluri, 2004), and reproducing kernel par-
ticle method (Liu et al., 1995; Li and Liu, 2007). (See also Sec. 8.5 for the
meshless radial basis function collocation method.)

8.3.4 Control volume finite element methods

Control volume finite element methods (CVFEM) are hybrid methods that
combine the advantages of the finite element and the finite volume methods.
Generally, these methods follow two lines of development (Martinez, 2006),
one type is developed for convection-diffusion problems (Baliga and Patankar,
1980; Ramadhyani and Patankar, 1985; Schneider and Raw, 1985), and an-
other type for multiphase flow (Forsyth, 1991; Letniowski and Forsyth, 1991;
Forsyth et al., 1995; Therrien and Sudicky, 1996).

For the discretization, the basic approach follows that of the finite vol-
ume method. Particularly, the unstructured, cell-centered, arbitrary polygo-
nal grid (Sec. 8.2) can be used, and elements are formed by Delauney triangu-
lation (Joe, 1986). The conservation laws are applied to the control volumes
of the FVM, such that the local conservation of the properties is satisfied
(while the Galerkin finite element only satisfies global conservation). To im-
prove upon the low accuracy of the FVM approximation, higher order shape
functions and a similar time-marching Galerkin finite element procedure can
be applied (Therrien and Sudicky, 1996). Directional upwind schemes are im-
plemented to minimize numerical dispersion of advection dominant problem.
The resulting formulation is, typically, solved by iterative techniques, such as
the Newton-Raphson method.



560 NUMERICAL MODELS AND COMPUTER CODES

8.4 Boundary Element Methods

The numerical methods presented so far, the FDM, FVM, and FEM, re-
quire domain discretization, meaning that discrete values of the unknowns
are assigned to points distributed over the solution domain. However, do-
main discretization is not always necessary. There exists a class of numerical
methods, referred to as boundary methods, in which the discrete unknowns
need to be distributed only over the solution boundary. The advantage of the
boundary methods is that the size of the solution system (the number of un-
knowns) is much smaller, thus, both the computer storage requirement and
the computational effort are significantly reduced. Another advantage of the
boundary methods is in the preparation of the solution mesh. The reduction
in spatial dimensions in the formulation of a boundary method (recalling that
a three-dimensional domain has a two-dimensional boundary) can make the
mesh preparation easier.

The most critical advantage of the boundary methods, however, lies in
their flexibility in dealing with moving boundary problems, e.g., a moving
free surface or a moving interface between two fluids. In domain methods,
whenever the boundary location is moved, the interior mesh needs to be
adjusted, as elements and nodes can be crossed. The logistics of such an
operation can be a daunting job. Boundary methods do not have interior
mesh, hence such a problem does not exist.

The major disadvantage of boundary methods is that they cannot be ap-
plied to all types of governing equations. The boundary methods require
information on some solution of the governing equation, such as a general
solution, or a fundamental solution (free-space Green’s function). In general,
these solutions are available only for linear governing equations with constant
coefficients (i.e., homogeneous materials), or piecewise constant coefficients
(by dividing the domain into homogeneous subdomains). Thus, altogether,
the application of the boundary methods is limited to special problems.

There exist a number of boundary methods (Cheng and Cheng, 2005);
among the most known are the Boundary Element Method (BEM) (Brebbia,
1978; Dominguez and Brebbia, 1989; Liggett and Liu, 1983), the Method
of Fundamental Solutions (MFS) (Mathon and Johnston, 1977; Fairweather
and Karageorghis, 1998), the Trefftz Method (TM) (Herrera, 1984; Li et al.,
2007, 2008), and the Analytic Element Method (AEM) (Strack, 1989, 2003;
Haitjema, 1995; Bakker and Strack, 2003). Here, we shall discuss only the
Boundary Element Method (BEM).

Let us consider a general two-dimensional, linear, second order partial
differential operator of the form

L(u) ≡ A
∂2u

∂x2
+ 2B

∂2u

∂x∂y
+ C

∂2u

∂y2
+D

∂u

∂x
+ E

∂u

∂y
+ Fu, (8.4.1)
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where A,B, . . . , F are coefficients that may be functions of x, y, but not of
u. Our goal is to solve the problem

L(u) = f(x), (8.4.2)

subject to a set of boundary conditions.
Applying the generalized Green’s theorem to the above equation (Green-

berg, 1971), we obtain the following reciprocal integral relation:
∫

Ω

[uL∗(v)− vL(u)] dx =
∫

∂Ω

[uB∗
n(v)− vBn(u)] dx, (8.4.3)

where Ω is the solution domain, ∂Ω denotes its boundary, L∗ is the adjoint
operator of L,

L∗(v) =
∂2Av

∂x2
+ 2

∂2Bv

∂x∂y
+
∂2Cv

∂y2
− ∂Dv

∂x
− ∂Ev

∂y
+ Fv, (8.4.4)

and Bn and B∗
n are generalized normal derivatives,

Bn(u) = A
∂u

∂x
nx + 2B

∂u

∂y
nx + C

∂u

∂y
ny +Dunx (8.4.5)

B∗
n(v) =

∂Av

∂x
nx + 2

∂Bv

∂x
ny +

∂Cv

∂y
ny − Evny, (8.4.6)

in which nx and ny are components of the boundary’s outward normal vector.
We note that (8.4.3) is obtained by performing integration by parts twice on
the term

∫

Ω
vL(u) dx, thus relieving u from the operator, and creating a new

operator for v, together with two boundary integrals. The operators L∗, Bn,
and B∗

n are the result of these operations.
The Laplacian operator, L = ∇2, can serve as an example. In this case,

the operator is self adjoint, meaning that we also have L∗ = ∇2. Equation
(8.3.2) becomes

∫

Ω

(

u∇2v − v∇2u
)

dx =
∫

∂Ω

(

u
∂v

∂n
− v

∂u

∂n

)

dx. (8.4.7)

We identify the above equation as the well-known Green’s second identity
(Morse and Feshbach, 1953; Greenberg, 1998). Another example for this op-
erator is L = ∇ · (K(x, y)∇), i.e., the operator for Darcy’s flow in an inho-
mogeneous domain. In this case, the reciprocity relation is given by (Cheng,
1984, 1987)
∫

Ω

[u∇ · (K∇v)− v∇ · (K∇u)] dx =
∫

∂Ω

(

uK
∂v

∂n
− vK

∂u

∂n

)

dx. (8.4.8)
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We should also remark that although the time variable is not modeled in
the above operators, the time dimension can be handled by a time stepping
scheme, similar to what is done in the FDM and FEM. Another way to handle
the time dependence is to utilize the Laplace transform to eliminate the time
variable (Liggett and Liu, 1979) and then, numerically, invert the result back
to the time domain (Davies and Martin, 1979; Cheng, et al., 1994).

The key to the boundary element formulation is the availability of a fun-
damental solution, also known as the free space Green’s function. The funda-
mental solution of a partial differential operator, L∗, is one that satisfies

L∗ (G(x− x′)) = δ(x− x′), (8.4.9)

without the need to fulfill boundary conditions (hence the term ‘free space’).
In the above equation, δ(x−x′) is the Dirac delta function with its singularity
located at x′. It has the following properties

δ(x− x′) = 0, for x �= x′,
δ(x− x′)→ ∞, for x = x′,

∫

Ω

δ(x− x′) dx = 1, for x′ ∈ Ω,
∫

Ω

δ(x− x′) dx = 0, for x′ /∈ Ω,
∫

Ω

f(x)δ(x− x′) dx = f(x′), for x′ ∈ Ω. (8.4.10)

An example of a fundamental solution for the Laplace equation is

∇2G(x − x′) = δ(x− x′). (8.4.11)

The solution is given by

G =
ln r
2π

(2-D),

= − 1
4πr

(3-D), (8.4.12)

where r = ‖x− x′‖ is the Euclidean norm.
To obtain the boundary integral equation, we substitute (8.4.2) and

(8.4.11) (G for v) into (8.4.3), and find

α(x′)u(x′) =
∫

∂Ω

[u(x)B∗
n (G(x,x′))−G(x,x′)Bn (u(x))] dx

+
∫

Ω

G(x,x′)f(x) dx, (8.4.13)



Boundary Element Methods 563

where α is a constant generated by the delta function, and α = 1 for x ∈ Ω,
α = 0 for x �∈ Ω, and α = 1/2 for x ∈ ∂Ω. We notice that all volume
integrals vanish in the above equation, except for the last term on the right
hand side. This integral contains the integration of a known function, and
there is no representation of discrete unknowns. In the case of the Laplace
equation, ∇2u = 0, we further obtain from (8.4.7) or (8.4.13)

α(x′)u(x′) =
∫

∂Ω

[

u(x)
∂G(x,x′)
∂n(x)

−G(x,x′)
∂u(x)
∂n(x)

]

dx. (8.4.14)

Equations (8.4.13) and (8.4.14) are boundary integral equations, ready to be
discretized.

The procedure for approximately representing a continuous variable, using
a set of piecewise continuous ‘elements’, is similar to the FEM, except that
only boundary elements are needed, thus reducing the number of spatial di-
mension. For a two-dimensional problem, these elements are straight lines, or
curved segments. In a three-dimensional problem domain, a triangular mesh
may be formed. The discrete unknowns are interpolated within an element,
using shape functions, as in (8.3.37). They are then assembled into a global
form, û = Nu, as in (8.3.38), where u = �u1, u2, . . . , un�T is a column matrix
containing the n discrete unknowns used for interpolation of the continuous
variable u.

To form a linear solution system, we may select node i on the boundary,
i = 1, . . . , n, one at a time, to place the delta function there; hence, x′ = xi,
u = ui, and (8.4.14) becomes

1
2
ui =

∫

∂Ω

[

N(x)u
∂G(x,xi)
∂n(x)

−G(x,xi)N(x)un

]

dx, (8.4.15)

where un represents the column vector of the discrete values of ∂u/∂n. We
can apply (8.4.15) to each discrete node on the boundary, i = 1, . . . ,m, and
obtain the matrix equation

Hu− Gun = 0, (8.4.16)

where u and un are column matrices, and H and G are m×m matrices, with
elements given by

Hij =
∫

∂Ω

Nj(x)
∂G(x,xi)
∂n(x)

dx − δij
2
,

Gij =
∫

∂Ω

Nj(x)G(x,xi) dx. (8.4.17)

Equation (8.4.16) is a system of n linear equations, in terms of n discrete
values of u, and n discrete value of ∂u/∂n. However, in order to solve it,
only n unknowns may be admitted. We realize that on the boundary of a
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well-posed boundary value problem, either the Dirichlet condition (given u
values), or the Neumann condition (given values of ∂u/∂n) is specified. Hence,
only half of the 2n discrete values of u and ∂u/∂n are unknowns, while the
other half can be evaluated and summed to become the right hand side of
a linear system (the column matrix b below). The remaining unknowns can
be assembled into a column matrix, y, and the system of equations, (8.4.16),
can then be reassembled and condensed into the new matrix form

Ay = b, (8.4.18)

where A is of size n×n, and y and b are of size n×1. This linear system can
be solved for y, i.e., the missing part of the boundary data, u or un. Once
the missing boundary data are available, the right hand side of (8.4.14) is
completely defined. Equation (8.4.14) then allows us to place x′ at any point
of interest and evaluate the u value there.

The boundary element method, due to its flexibility in adjusting the mesh
to accommodate a moving boundary, has been applied to locating the steady
and unsteady free surface in porous medium flow problems (Liggett, 1977)
and to the moving interface between saltwater and freshwater in a coastal
aquifer (Liu, et al., 1981; Taigbenu et al., 1984). The BEM has also been
applied to flow in a heterogeneous porous medium for a certain class of per-
meability distributions (Cheng, 1984, 1987). For multilayered aquifers, an
integrodifferential equation formulation (Herrera, 1970), combined with he
Laplace transform, has allowed BEM to entirely eliminate the discretiza-
tion of the aquitards, such that only aquifer boundaries need to be modeled
(Cheng and Morohunfola, 1993a, b). Other applications of the BEM include
the simulation of stochastic groundwater flow (Cheng and Lafe, 1991; Cheng
et al., 1993), and stochastic saltwater intrusion (Naji et al., 1999; Amaziane
et al., 2005). Because the covariance of the piezometric head is modeled, there
exist n2 unknowns for a system with n discrete nodes. A boundary formula-
tion significantly reduces the number of nodes in the discretization, making
the size of the solution system tolerable.

8.5 Radial Basis Function Collocation Methods

To enable the local interpolation of the sought solution function within a
small surrounding region, the numerical methods presented so far, FDM,
FEM, and BEM, always involve a mesh, or an assemblage of elements, that
facilitate the interpolation. In a complicated solution geometry, or in a solu-
tion domain where a local refinement is needed in order to represent certain
refined features, the effort involved in constructing such mesh and its con-
nectivity data, that is, how each node is associated with other nodes in an
interpolation scheme, and how each element shares the common nodes with
other elements, is not trivial. Despite the availability of automatic mesh gen-
eration software, human intervention is often needed. Hence, mesh generation
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is typically the most labor intensive part of the numerical modeling effort.
This difficulty has caused the FEM community to develop meshless or ele-
ment free FEMs (Belytschko, 1994; Melenk and Babus̆ka, 1996; Duarte and
Oden, 1996; Atluri and Zhu, 1998). However, as pointed out by Atluri and
Zhu (1998) and Idelsohn and Onate (2006), not all the so-claimed meshless
methods are truly meshless; some may still involve an unseen, ‘shadow’, mesh.

The collocation method briefly discussed in Subs. 8.3.1A is meshless. As
demonstrated, the collocation method minimizes the residual at a set of dis-
crete points that bear no relation to each other; hence, no connectivity data is
needed. This is a highly desirable feature. However, in the weighted residual
examples illustrated in Subs. 8.3.1, it appears that the methods that dis-
tribute the error by performing a weighted integration over the domain, like
the Galerkin method, are more accurate. Thus, the point collocation method
is not the most accurate one. On the other hand, in the FEM implementa-
tion of the Galerkin method, the domain is subdivided into elements, and
low degree polynomials are used for interpolation; this destroys the high ac-
curacy of the Galerkin method, as, along the edges of every element, there
exists a discontinuity and the governing equation is not satisfied. Hence, for
a problem represented by a continuous field, the point collocation is much
more accurate than the FEM.

The mathematical formulation of the collocation method is rather simple.
We start from a boundary value problem in terms of spatial variables only,
as defined in (8.3.1) and (8.3.2):

L{u(x)} = f(x), x ∈ Ω, (8.5.1)

subject to the essential and natural boundary conditions

S {u(x)} = g(x), x ∈ ∂ΩS,

N {u(x)} = h(x), x ∈ ∂ΩN , (8.5.2)

where ∂ΩS and ∂ΩN are the parts of the boundary with essential and natu-
ral boundary conditions, respectively. In addition, we introduce the interior
condition: on a number of interior nodes, xi, the function values are specified,
i.e.,

u(xi) = ūi; i = 1, . . . ,m; xi ∈ Ω. (8.5.3)

As discussed in Subs. 5.3.1 and 8.3.1, in a well-posed boundary value
problem, i.e., one that guarantees the existence and uniqueness of a solution,
we must have ∂ΩS ∪ ∂ΩN = ∂Ω, ∂ΩS ∩ ∂ΩN = ∅, and ∂ΩS �= ∅. In other
words, on every part of the boundary, at least one type of boundary condition,
either of the essential or of the natural type, must be specified, but not
both. Also, the boundary conditions cannot be only of the natural type,
or else the solution will be non-unique (i.e., determined only to within an
additive constant). Another condition that must be satisfied is that no interior
condition can be prescribed, that is, m = 0. If any of the above conditions is
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violated, ∂ΩS ∪ ∂ΩN �= ∂Ω, or ∂ΩS ∩ ∂ΩN �= ∅, or ∂ΩS = ∅, or m �= 0, we
are faced with a different type of problem—an ill-posed problem.

In modeling groundwater flow, we are sometimes faced with an ill-posed
problem. For example, although a mathematical solution requires boundary
conditions on all parts of the boundary, in reality, we may not know the con-
ditions on certain parts of the boundary. At the same time, we may have a
number of field observation of piezometric head within the domain. These val-
ues cannot be admitted in a well-posed problem; nevertheless, these are true
values, and we would like to make use of this information. Another situation
is that on part of a boundary, we may have both the Dirichlet and the Neu-
mann boundary conditions, say, from observations (this is also known as the
Cauchy condition). This is exactly what happens in geo-prospecting: while
we do not have access to an underground boundary to obtain the boundary
condition, we measure two boundary conditions on the accessible portion of
the boundary, i.e., at ground surface. Using this information, we attempt to
describe the unknown field below. We shall demonstrate how the collocation
method can solve well-posed as well as ill-posed problems.

To find an approximate solution of (8.5.1)–(8.5.3), we express u by the
summation of basis functions:

u(x) ≈ û(x) =
n
∑

j=1

ajNj(x), x ∈ Ω, (8.5.4)

where the Nj ’s are basis functions, and the aj ’s are coefficients to be deter-
mined. Examples of basis functions include Chebyshev polynomials (Boyd,
2001), Fourier series, fundamental solutions (method of fundamental solu-
tions) (Fairweather and Karageorghis, 1998), and general solutions (Trefftz
method) (Herrera, 1984; Li, et al., 2007). In this section, we shall discuss a
method based on Radial Basis Functions (Kansa, 1990a, 1990b; Cheng et al.,
2003).

A radial basis function (RBF) is a function that depends only on the radial
distance, r, between two points, x and xj , such that Nj(x) = N(‖x − xj‖),
where ‖ · ‖ represents the Euclidean norm. Commonly used RBFs include
the conical function, r2k−1, the polyharmonic splines, r2k ln r, and the mul-
tiquadric function, (r2 +C2)k−

1
2 , where k = 1, 2, 3, . . .. Particularly, Hardy’s

(1971) multiquadric function has been shown to be the one that is most effi-
cient for interpolating a continuous function (Franke, 1982). The first attempt
to apply RBF for the collocation solution of partial differential equation was
made by Kansa (1990a, 1990b). It has been shown (Madych, 1992; Cheng,
et al., 2003; Huang, et al., 2007) that the solution error has an exponential
convergence with respect to the size of the grid, as well as the constant C in
the multiquadric expression.

To solve a boundary value problem, we need to make sure that (8.5.4)
approximately satisfies the governing equation (8.5.1). This is done by sub-
stituting (8.5.4) into (8.5.1), and enforcing the equation on a set of discrete
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points,

L{û(x)} = L
⎧

⎨

⎩

n
∑

j=1

aj N(‖x− xj‖)
⎫

⎬

⎭

=
n
∑

j=1

aj L{N(‖x− xj‖)} = f(x),

for x = xi, xi ∈ Ω, i = 1, . . . , n1. (8.5.5)

It is also necessary to satisfy the boundary conditions, (8.5.2); hence,

n
∑

j=1

aj S {N(‖x− xj‖)} = g(x),

for x = xi, xi ∈ ∂ΩS, i = n1 + 1, . . . , n2, (8.5.6)
n
∑

j=1

aj N {N(‖x− xj‖)} = h(x),

for x = xi, xi ∈ ∂ΩN , i = n2 + 1, . . . , n3. (8.5.7)

If there exists any interior condition (for an ill-posed problem), we can also
collocate for them, following (8.5.3), to obtain:

n
∑

j=1

aj N(‖x− xj‖) = ū(x)

for x = xi, xi ∈ Ω, i = n3 + 1, . . . , n4. (8.5.8)

These linear equations can be assemble into a matrix equation
⎡

⎢

⎢

⎣

G
S
N
H

⎤

⎥

⎥

⎦

{a} =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

f
g
h
ū

⎫

⎪

⎪

⎬

⎪

⎪

⎭

, (8.5.9)

where elements of the sub-matrices are

Gij = L{N(‖x− xj‖)}|x=xi

Sij = S {N(‖x− xj‖)}|x=xi

Nij = N {N(‖x− xj‖)}|x=xi

Hij = N(‖x− xj‖)|x=xi
, (8.5.10)

and the elements on the right hand side of (8.5.9) are

fi = f(xi), gi = g(xi), hi = h(xi), ūi = ū(xi). (8.5.11)
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If we select n in (8.5.4) to be n = n1 + n2 + n3 + n4, equation (8.5.9) is a
n×n linear system, which can be solved for aj, j = 1, . . . , n. The approximate
solution (8.5.4) is, therefore, fully defined as a continuous function.

We notice that in the above procedure, we do not distinguish between
well-posed and ill-posed problems. The only difference is that in an ill-posed
problem, where a boundary condition is missing on part of the boundary,
we do not select these points for collocation. When both types of bound-
ary conditions are available, we collocate for both types, using points on the
boundary that do not coincide with each other. Collocation at interior points
is conducted whenever necessary. Hence, the well- and ill-posed problems are
solved in the same way. This direct solution procedure may be compared with
other types of numerical methods. In the FEM, FDM, etc., ill-posed problems
cannot be directly solved. These problems can only be solved as well-posed
ones by assuming the missing conditions and discarding the redundant condi-
tions. Iterative solution procedures, typically utilizing optimization schemes,
are needed.

As an example of the above general derivation, consider the equation de-
scribing steady flow in a confined aquifer (see (5.4.53)),

L{h} ≡ ∂

∂x

(

T
∂h

∂x

)

+
∂

∂y

(

T
∂h

∂y

)

= 0. (8.5.12)

We can approximate the piezometric head, h, by the inverse multiquadric
function

ĥ =
n
∑

j=1

aj Nj =
n
∑

j=1

aj
1

√

r2j + C2
, (8.5.13)

where rj =
√

(x − xj)2 + (y − yj)2, and xj , j = 1, . . . , n, are a set of scat-
tered points in the domain. To satisfy the governing equation, we substitute
(8.5.13) into (8.5.12), obtaining

n
∑

j=1

aj

[

∂T

∂x

xj − x

(r2j + C2)3/2
+
∂T

∂y

yj − y

(r2j + C2)3/2
+ T

r2j − 2C2

(r2j + C2)5/2

]

= 0.

(8.5.14)
By enforcing this equation on a set of points x = xi, i = 1, . . . , n1, we obtain
the coefficients for (8.5.9) as

Gij =
1

[(xi − xj)2 + (yi − yj)2 + C2]3/2

[

∂T

∂x
(xj − xi) +

∂T

∂y
(yj − yi)

+T
(xi − xj)2 + (yi − yj)2 − 2C2

(xi − xj)2 + (yi − yj)2 + C2

]

. (8.5.15)

Similarly, if we are given a Neumann condition −T(∂h/∂n) = q, we find
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Nij = −T
nx(xj − xi) + ny(yj − yi)

[(xi − xj)2 + (yi − yj)2 + C2]3/2
, (8.5.16)

where nx and ny are the directional cosines of the boundary’s outward nor-
mal, n. For the Dirichlet condition, h = h̄, we find

Sij =
1

[(xi − xj)2 + (yi − yj)2 + C2]1/2
. (8.5.17)

Hence, the solution of boundary value problem involves the selection of a set
of interior and boundary nodes on which we enforce the governing equation,
or boundary condition. The matrix coefficients are calculated according to
the above formulas, (8.5.15)–(8.5.17). No construction of elements is required.

In the above, we have discussed the advantages of the RBF collocation
method. For example, it uses unstructured nodes without the need to define
elements, has high adaptability for moving boundary problems, solutions are
highly continuous and highly accurate, can improve accuracy without refin-
ing mesh, is easy to formulate, and solves a certain type of inverse problems
efficiently. The method, however, also has deficiencies. One observed defi-
ciency is that the solution matrix is fully populated, and non-symmetric.
When the matrix becomes large in size, it is inefficient to solve, and is often
ill-conditioned, that is, the matrix condition number is large. Ill-conditioned
matrix is generally unstable, that is, its solution error may be unbounded.
(See, e.g., Press et al. (2007) or any book on numerical analysis for a discus-
sion on matrix condition number and solution stability.)

A number of remedies have been developed to overcome these difficul-
ties. For example, rather than using direct interpolation, as given by (8.5.4)–
(8.5.7), Hermite interpolation can be used, resulting in a symmetric matrix
solution system (Fasshauer, 1999; Chen, 2002; La Rocca et al., 2005, 2008).
Also, there are a number of techniques developed for matrix precondition-
ing aimed at reducing the condition number of the solution system (Beatson
et al., 1999; Kansa and Hon, 2000). One reason that the solution matrix
of the RBF collocation method is fully populated is that the interpolation
functions used are globally defined, for example (8.5.13). These global func-
tions are compared to the locally defined, compactly supported, interpolation
functions (meaning that the interpolation function becomes zero outside a
certain range, such as an element) of FEM. This non-compact situation of
the RBF can be improved by using the compactly supported radial basis func-
tions (Wendland, 1998; Wong et al., 2002), and the multilevel scheme (Chen
et al., 2002). In fact, as demonstrated by Beatson and Light (1993) and Ling
(2005), by using quasi-interpolation, a matrix system and its solution is not
even required, as the interpolation coefficient can be directly evaluated with-
out a linear system, thus eliminating the ill-conditioning problem of matrix
solution. The quasi-interpolation method, however, is limited to problems in
rectangular (2-D), or cuboidal (3-D) domains.
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8.6 Eulerian-Lagrangian Methods

As discussed in Subs. 8.3.2D, a common source of errors in the numerical
solution of the transport equation, e.g., (8.2.1), is in the approximation of
the advection term in the numerical model. This error manifests itself in the
form of numerical dispersion. In a transport problem that is dominated by ad-
vection, this ‘apparent dispersion’ tends to artificially smooth out any sharp
concentration front. This difficulty is present in most of numerical methods
based on the Eulerian formulation (Sec. 7.4). Special numerical techniques
are needed in order to overcome this difficulty. This section is devoted to the
discussion of techniques known as Eulerian-Lagrangian methods, which are
most successful in overcoming the above mentioned difficulty.

In an Eulerian approach, in order to describe the concentration of a chem-
ical species dissolved in water (as an example of an intensive quantity), we
adopt an observation frame that is fixed in space, known as the Eulerian
frame. We denoted the concentration c at a fixed point in space, (x, y, z), and
at a time t, as c(x, y, z, t). To obtain the mass balance at a point (x, y, z)
in the considered domain, we draw a small box (= control volume) around
that (fixed) point (see Fig. 5.1.1), and determine the species mass balance
for the box during a small time interval around t. The PDE that describes
the transport of the dissolved species at a point is obtained by letting the
dimensions of the box shrink to zero around the point (= center of the box),
and letting the time interval shrink to zero around the considered point in
time. The resulting PDE contains partial derivatives, such as ∂c/∂t, ∂c/∂x,
∂2c/∂x2, etc. In presenting these partial derivatives, we have made use of the
definitions

∂c

∂t
=

∂c(x, y, z, t)
∂t

∣

∣

∣

∣

x,y,z=const.

,
∂c

∂x
=

∂c(x, y, z, t)
∂x

∣

∣

∣

∣

y,z,t=const.

, etc.

(8.6.1)
All this has been discussed in detail in Secs. 7.1 through 7.4.

In the numerical methods discussed so far, we have approximated the
above partial derivatives by some discrete expressions, using a system of grid
points or cells (for FDM), elements (FEM), or volumes (FVM), laid upon a
system of fixed coordinates (e.g., Cartesian). All these methods are based on
the Eulerian approach.

In the Lagrangian approach, we examine the mass balance from the point
of view of an observer moving with the velocity V of a set of particles in the
flow domain. We shall describe this approach in more detail in the following
subsections.

8.6.1 Lagrangian method

Let us focus on a given fluid particle, and denote its position in a certain
coordinate system, such as Cartesian, as ξ = (ξ1, ξ2, ξ3). As the particle is in
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Figure 8.6.1: An Eulerian fixed and a Lagrangian moving coordinate systems.

a flow field, its position changes with time, such that ξ = ξ(t), with its initial
position given by ξ(0).

Starting from the Cartesian grid system shown in Fig. 8.6.1, with grid
points marked as white circles, we consider it as an Eulerian coordinate sys-
tem, because the grid point positions are fixed in time.

At a given time, say t = 0, we may select a set of particles located on the
Cartesian grid points. A few of these particles are shown in Fig. 8.6.1 as dark
circles. As time progresses, these particles will move with the prevailing flow,
with their successive new locations at discrete times marked as gray circles. At
any instant of time, these particles form a deformed grid, called a Lagrangian
coordinate system. The time trajectories of these particles, shown as solid
lines in Fig. 8.6.1, are known as pathlines of the flow field. In the Lagrangian
approach, these pathlines are also called characteristic lines.

Using mathematical representation, we can denote the locations of these
particles as ξi(t), i = 1, . . . ,m, where m denotes the particle number in some
numbering system. The initial positions of these particles, ξi(0), fall on the
Eulerian grid points.

In a solute transport model, each of these particles is interpreted as a con-
centrated fluid mass, representing the lumped mass of a surrounding initial
volume. These particles may also be regarded as carriers of certain intensive
quantities, such as solute mass concentration, temperature, etc. While the
fluid mass is conserved on these particles (due to mass conservation), the in-
tensive quantities that they carry, generally, are not. Particularly, in a model
of solute transport in a porous medium, the solute mass can be transported
by mechanisms other than advection, that is, fluid flow; for example, it can
be transported by diffusion and hydrodynamic dispersion, as discussed in
Secs. 7.1 through 7.4. Hence, the solute mass is not conserved in the mass of
the carrier, and can be passed from one particle to the next, based on the
prevailing transport mechanism.
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We can express the concentration, or any other intensive quantity that is
being transported, as a function of the Lagrangian coordinates, and time,
in the form c = c(ξ(t), t), to be compared with the Eulerian expression
c = c(x, t). We can now refer to another kind of time derivative, known as
the material derivative (see (7.6.1)), Dc/Dt, which represents the time rate of
change of concentration following the (moving) mass of the carrier fluid (par-
ticles). In other words, we identify a particle by its initial location and follow
its subsequent trajectory ξ(t), such that to this observer, ξ(t) = const., when
observing the time rate change of concentration carried by that particle.

By invoking the chain rule, we can relate the material derivative to the
local derivatives by the relationship

D c(ξ(t), t)
Dt

∣

∣

∣

∣

ξ=const.

=
∂c(x, t)
∂t

∣

∣

∣

∣

x=const.

+ V · ∇c(x, t)

=
∂c

∂t
+∇ · (Vc), (8.6.2)

where V (≡ dξ(t)/dt) is the velocity at which the fluid particles are trans-
ported, and ∂c/∂t, ∂c/∂x etc. (as contained in ∇c), are the local derivatives,
defined in (8.6.1), which are different from the material derivative. In writing
the second line of the above equation, we have used the condition ∇ ·V = 0,
which is based on the assumption of constant fluid density and porosity (cf.
(5.1.8)). If we examine the terms on the right hand side of (8.6.2), we realize
that they account for two transport mechanisms: the time rate of change of
concentration at a point, and the net advective flux.

The Eulerian-Lagrangian formulation for solute transport has been briefly
discussed in Sec. 7.6. Here we shall consider the solute balance equation
(7.4.18), describing solute transport in a homogeneous domain (φ, aL, aT =
const.), without sources,

∂c

∂t
+∇ · (Vc−D · ∇c) = 0, (8.6.3)

in which D is the coefficient of dispersion (a tensor) defined by (7.1.37).
Based on the material derivative defined in (8.6.2), the above equation can
be rewritten in the form

Dc
Dt

= ∇ · (D · ∇c) . (8.6.4)

We observe that the left hand side in (8.6.4) is a Lagrangian expression, while
the right hand side remains Eulerian.

Let us consider the special case of transport by advection only. This means,

Dc
Dt

= 0. (8.6.5)
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In this case, if we take the Lagrangian approach, by selecting a set of initial
fluid particles, and assigning to each of them a concentration based on the
initial concentration in the field, then, as the particles are transported by the
flow, the concentration they carry remains unchanged at any time, and any
new location. Hence, at any given time, the concentration at a point, such
as the points of an Eulerian grid, or the center of a cell, can be obtained by
some interpolation scheme, using the concentration represented by a set of
nearby particles, or particles that fall within a cell.

The concept of an invariant concentration along a pathline can be used
to select a set of ‘particles’ that do not necessarily represent a fixed amount
of fluid mass. For example, we can deploy an arbitrary number of particles
along solute concentration contour lines just for the purpose of tracking the
movement of these lines. In such case, the time history of the contour lines
gives a convenient way to visualize the (advective) transport process. This
technique can be used to assess whether pollutants released from a contam-
inated site (represented by a group of particles) will reach a pumping well
(see, for example, Cheng (2000), Sec. 5.5; or the computer code MODPATH,
Pollock (1994)). Or, it can be used to track the movement of ‘sharp’ inter-
faces between two immiscible fluids, such as between freshwater and saltwater
in coastal aquifers (Subs. 9.2.1), or between water and oil in water flooding
operation in petroleum reservoirs. In this way, the movement of the sharp
change in property is modeled exactly, without smearing (i.e., without nu-
merical dispersion), that is present in the Eulerian approach. It should be
emphasized, however, that in this model (of a sharp interface), we have ne-
glected the dispersion of concentration caused by advection, which is hardly
true for porous medium flow.

In order to track the particles in a Lagrangian approach, a set of charac-
teristic lines (Fig. 8.6.1) needs to be constructed (O’Neill, 1981; Varoglu and
Finn, 1982). Given a set of particles initially located at ξi(0), i = 1, . . . ,m,
we can trace their subsequent locations by the time integration,

ξi(tk+1) = ξi(tk) +
∫ tk+1

tk

V(ξi(t), t) dt, (8.6.6)

where tk and tk+1(= tk +Δt) are two different times, and V is the particle’s
velocity.

Other than for the simple case, in which the flow field is given by an
analytical solution, this velocity needs to be computed using a numerical
method, from an Eulerian flow equation (Subs. 5.1.4). For unsteady, non-
uniform flow, this velocity (we may refer to it as the ‘Eulerian velocity’) is
a function of space and time. With the linear, spatial interpolation of piezo-
metric head used in the selected numerical method, the calculated velocity is
approximated as a constant within an element, thus suffering a jump when a
particle crosses to an adjacent element. And, in the time dimension, the tem-
poral change in velocity is often crudely approximated using a time stepping
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scheme. These issues need to be carefully addressed in a particle tracking
scheme in order to minimize the error in tracking particle locations. An ac-
curate technique for tracking particles—an adaptive pathline-based tracking
algorithm—is presented by Bensabat et al. (2000).

8.6.2 Method of characteristics

In Subs. 8.6.1 we discussed the advantage of treating the left hand side
of (8.6.4) by a Lagrangian numerical technique. We also commented that
the right hand side of (8.6.4), the dispersive transport term, is in an Eule-
rian form; hence is not suitable for a Lagrangian treatment. To overcome
the difficulty, a number of numerical methods have combined the two ap-
proaches by handling the advection term by a Lagrangian method, and the
diffusion-dispersion and reaction terms by an Eulerian one. These methods
are generally referred to as Eulerian-Lagrangian methods. In this subsection,
we shall discuss a class of methods known as methods of characteristics (Pin-
der and Cooper, 1970; Konikow and Bredehoeft, 1978; Neuman, 1981, 1984;
Molz, 1986), which has been adopted, for example, in the popular computer
codes MOC (Konikow and Bredehoeft, 1978) and MT3D (Zheng, 1990) (see
Sec. 8.8).

One method that handles advective and non-advective transport sepa-
rately uses operator splitting (see, e.g., Sun et al. (2008) for a review of the
technique). Consider, for example, equation (8.6.4). We can split the concen-
tration into two parts:

c = cL + cr, (8.6.7)

where cL is the part that satisfies the Lagrangian operator,

DcL

Dt
= 0, (8.6.8)

and cr is a residual concentration, satisfying

Dcr
Dt
−∇ · [D · ∇(cL + cr)] = 0. (8.6.9)

It is easy to show that the original governing equation, (8.6.4), is recovered
by summing (8.6.8) and (8.6.9).

In the numerical implementation, a Lagrangian (moving) grid is used to
solve (8.6.8) by time stepping from tk to tk+1. The information obtained on
cL is then transferred to (8.6.9) as a source term. Equation (8.6.9) is then
solved on an Eulerian (fixed) grid, using any standard numerical method,
e.g., FDM, or FEM. This is the approach taken in the computer code MOC
(see Sec. 8.8). This technique, however, requires the deployment of a large
number of particles. It is not a straightforward process when dealing with
complex boundary conditions and nonlinearities. In fact, the need for han-
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Figure 8.6.2: A backward particle tracking scheme.

dling numerous particles, and the highly deformed grid, makes this technique
rather cumbersome and time consuming.

In a different, one-step, strategy, a backward particle tracking technique is
employed (Molz, 1986). In this technique, particles are deployed at time tk+1

at locations coinciding with the Eulerian node locations. The corresponding
particle locations at tk are found by back tracking:

ξi(tk) = ξi(tk+1)−
∫ tk+1

tk

V(ξi(t), t) dt. (8.6.10)

We note that in order to allow the use of larger time steps, and to ensure
accurate particle locations, the integration is, typically, divided into smaller
time increments, making use of high order integration techniques, such as
Runge-Kutta and predictor-corrector methods (Press et al., 2007). Figure
8.6.2 illustrates the integration process for a one-dimensional problem.

With the one-step backward scheme, we can express the Lagrangian time
derivative term in (8.6.4) as Dc/Dt = [c(ξi(tk+1), tk+1)− c(ξi(tk), tk)] /Δt.
Here we notice that in the one step process, we have selected Lagrangian
particle location ξi(tk+1), on which the concentration c(ξi(tk+1), tk+1) is rep-
resented, to coincide with the Eulerian node xi, on which we observe the
concentration ck+1

i (Fig. 8.6.2). The value c(ξi(tk), tk), can be obtained by
interpolation, using the known concentration at the Eulerian coordinates at
time tk. To obtain the dispersion term in (8.6.4), we approximate it by a
central finite difference, and use an implicit scheme (Sec. 8.1). Finally, we
can express (8.6.4), in its one-dimensional form, by its finite difference ap-
proximation:

ck+1
i − c(ξi(tk), tk)

Δt
−D

ck+1
i+1 − 2ck+1

i + ck+1
i−1

(Δx)2
= 0. (8.6.11)
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These equations allow us to solve for the concentration at time tk+1 on an
Eulerian grid, from the known concentration at tk. The backward particle
tracking is renewed at every time step, such that the forward particle lo-
cations are always on a regular Eulerian grid. As there is no continuously
deforming Lagrangian grid, the backward particle tracking scheme is less
cumbersome as compared to the forward scheme. However, it has been found
that the backward scheme still introduces a certain numerical dispersion er-
ror (Yeh and Tripathi, 1987). To combine the advantages and minimize the
shortcomings of these two schemes, Neuman (1981, 1984) mixed their use:
near a steep advection front, a forward tracking algorithm is adopted, while
backward tracking algorithm is employed away from the front.

There exist a variety of other numerical methods aimed at improving the
accuracy and efficiency of solving advection-dispersion transport equations.
Among these, we can mention the Modified Method of Characteristics (Dou-
glas and Russell, 1982; Ewing et al., 1984; Chiang et al., 1989), the Eulerian-
Lagrangian Localized Adjoint Methods (Celia et al., 1990; Herrera et al.,
1993; Binning and Celia, 1996, 2002; Wang et al., 1995, 1999; Russell and
Celia, 2002), the Petrov-Galerkin Finite Element Method (Christie et al.,
1976; Barrett and Morton, 1984; Liu et al., 1988; Miller and Rabideau, 1993),
the Streamline Diffusion Finite Element Method (Brooks and Hughes, 1982;
Hughes and Mallet, 1986; Johnson et al., 1987, 1990; Hansbo and Szepessy,
1990), and the Discontinuous Galerkin Method (Riviere et al., 2000; Aizinger
et al., 2000; Sun and Wheeler, 2005; Wang et al., 2007). For further review
and discussion, see for example Al-Lawatia et al. (1999), and Ewing and
Wang (2001).

8.6.3 Random walk method

The random walk method (Prickett et al., 1981; Kock and Prickett, 1989)
takes a different approach from the Eulerian-Lagrangian method. Rather than
deploying a number of fluid particles that carry with them the solute con-
centration, the random walk method distributes solute mass particles. The
concentration of solute at a point is interpreted by taking a small volume and
counting the number of solute particles located in it. By this definition, we
recognize that the obtained concentration profile can be ‘lumpy’, that is, not
smooth, unless a very large number of particles are used. Nevertheless, the
method is simple to program, as it does not involve the cumbersome handling
of two coordinate systems of an Eulerian-Lagrangian method, and there is no
partial differential equation to solve (except for the flow part of the problem,
which can be handled by any Eulerian numerical method).

In the random walk method, a number of solute particles are deployed
in the flow domain, where the solute concentration exists. This can be an
advantage, as unlike the Eulerian-Lagrangian method, in which fluid particles
are needed everywhere in the solution domain, in a random walk model, solute
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particles of needed only where significant solute concentration exists, which
may mean smaller number of particles needed.

In the random walk method, solute particles are transported by two sepa-
rate processes, first by advection, and then by dispersion. The advection part
is carried out in a similar Lagrangian process as described in Subs. 8.6.1; that
is, for a given time increment, each (conserved) solute mass is carried by the
prevailing flow to a new location. At this new location, we then consider the
effect of dispersion.

The dispersion is considered as a random walk process. To understand
such process, we consider a one-dimensional transport of a packet of solute
mass, modeled as a concentrated mass (Dirac delta function), by a constant
velocity flow, in an homogeneous medium. According to the analytical solu-
tion (7.4.54) given in Subs. 7.4.5C, the concentration as function of space
and time is

c(x, t)
M/φ

=
1

(4πDht)1/2
exp

[

− (x− V t)2

4Dht

]

. (8.6.12)

We notice that the concentration profile is a normal distribution (or Gaussian
distribution), centered at x = V t (see Fig. 7.4.5). We can further express
(8.6.12) into the following form

c(x, t)
M/φ

=
1√
2π σ

exp
[

− (x− x)2

2σ2

]

, (8.6.13)

where x = V t and σ =
√

2Dht. We may view the right hand side of (8.6.13) as
a (Gaussian) probability density function with mean x and standard deviation
σ. Hence, for a particle being transported by the advective velocity V for a
time t, rather than landing on the exact location x = V t, it has a chance of
arriving ahead or behind that location, with a probability given by the right
hand side of (8.6.13).

In actual implementation, consider a three-dimensional flow. With a given
time increment Δt, a solute particle is first transported by the prevailing ad-
vective velocity V, along the pathline, to a new position. To model dispersion
in the longitudinal direction, a random number generator is used to gener-
ate an incremental distance Δ� (positive or negative) following a Gaussian
distribution with zero mean and standard deviation σ =

√
2aLV Δt, where

aL is the longitudinal dispersivity. (Refer to, for example, Press et al (2007),
for random number generator that gives a Gaussian distribution.) The incre-
mental distance is then used to move the particle forward or backward in the
pathline direction, to account for the effect of dispersion. To avoid too large
a displacement from being created, Δ� is typically restricted to within ±6σ.
The same procedure is then applied to the two perpendicular directions of
the pathline, to simulate the effect of transverse dispersion. In this case, the
standard deviation of the Gaussian distribution is given by σ =

√
2aTV Δt,

where aT is the transverse dispersivity. More detail about this method can
be found in Prickett et al. (1981).
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It is obvious from the above description, for the random walk method, a
large number of particles are needed in order to obtain smooth concentration
and accurate result. This, in fact, can be accomplished by two ways, either
by using a large number of particles in a single simulation, or by conduction
many simulations and averaging the results. Another difficulty associated
with the method is the need to use very small time steps when the domain
is heterogenous, with high contrasts in hydraulic conductivities and disper-
sivities (Anderson et al., 1993).

8.6.4 Modified Eulerian-Lagrangian method

Before leaving this subject, let us address one more issue involved in the
numerical modeling of advective-dispersive transport—the apparent advec-
tion caused by field heterogeneity. So far in this section, to simplify the il-
lustration, we have considered a solute transport model that assumes an
incompressible fluid, and a homogeneous field (which means constant disper-
sivity and other field coefficients). In what follows, we shall discuss a modified
Eulerian-Lagrangian scheme that takes into consideration the effects of field
inhomogeneity. The example below will also involve two fluid phases.

Consider the solute balance equation (7.4.3),

∂(θc)
∂t

= −∇ · θ(cV −Dh · ∇c) + θρΓ + f. (8.6.14)

where c and θ are the concentration of the considered species and the volume
fraction of the fluid phase, Dh is the coefficient of hydrodynamic dispersion,
Γ is the source term in the fluid phase, and f represents the net rate of gain
of the considered species entering the considered phase through its interphase
boundaries. By expanding and dividing by θc, we obtain

1
c

∂c

∂t
+

1
θ

∂θ

∂t
= −∇ ·V − 1

θ
V · ∇θ − 1

c
V · ∇c

+
1
c

Dh · ∇(∇c) +
1
θc
∇ · (θDh) · ∇c+

1
c
ρΓ +

1
θc
f, (8.6.15)

in which the second and third terms on the right hand side represent advec-
tive transport. We also note that the fifth term has also the appearance of an
effective transport at a velocity (1/θ)∇· (θDh). Hence, to take full advantage
of the Lagrangian method, Bear et al., (1997) and Sorek et al., (1999) pro-
posed a modified Eulerian-Lagrangian formulation, which utilizes a modified
velocity. In this formulation, (8.6.15) is rewritten as

1
c

DV̄ c

Dt
+

1
θ

DV θ

Dt
= −∇ ·V +

1
c

Dh · ∇(∇c) +
1
c
ρΓ +

1
θc
f, (8.6.16)

where we have used the subscripts V and V̄ in the material derivatives to
identify the velocity at which the quantity is being transported; particularly,
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we notice that the concentration is transported at the modified velocity

V̄ = V − 1
θ
∇ · (θDh). (8.6.17)

The modified velocity consists of two parts, the actual fluid velocity, V,
and an apparent velocity, − 1

θ∇ · (θDh), associated with the heterogeneous
characteristics of the medium and the flow field. The first term gives an
advective transport in the direction of decreasing piezometric head gradi-
ent, while the second term has an apparent advection effect in the direction
of decreasing hydrodynamic dispersion. It has been demonstrated that the
modified Eulerian-Lagrangian numerical scheme gives highly accurate result
in advection-dominated flow (Sorek et al., 1999).

8.7 Matrix Solution

For most numerical method, the discretization of the governing equations
leads to a matrix solution system

A · x = b, (8.7.1)

where A is an N×N matrix, which can be fully populated, banded, or sparsely
populated, x and b are N × 1 column matrices, and N is the size of the
matrix, which is equal to the number of discrete unknowns modeled in the
numerical solution. In the above, A and b contain known quantities, and x
contains unknowns to be solved for; these, are the discrete values of solution
represented at a set of nodes, or the coefficients of a series approximating the
solution.

In principle, the solution of (8.7.1) is

x = A−1 · b, (8.7.2)

where ( )−1 indicates matrix inverse. In reality, however, the matrix is never
inverted; instead, some other procedure, such as the Gauss elimination, or
LU-decomposition, is used (Press et al., 2007). For these solution methods,
the required computer CPU time is generally proportional to N3, where N is
the number of unknowns of the discrete solution system; hence, the compu-
tation time increases very fast with respect to the refinement of the solution
mesh. Consider, for example, a problem solved to a certain unsatisfactory
accuracy with a relatively coarse mesh; and, for better accuracy, it is desir-
able to refine the mesh. If the spacing between the nodes is halved, then for
a three-dimensional problem, this will produce a discrete system size that
is 23 = 8 times the original one. According to the O(N3) rule mentioned
above, the computational effort grows by 83 = 512 folds. Assuming that
the employed numerical method uses the central difference formula of the
FDM, or the quadratic element of the FEM, the error is, generally, reduced
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to (1/2)2 = 1/4 of the previous one, a minimal improvement. We can clearly
see the inefficiency of the numerical solution, and the challenge associated
with achieving increasing accuracy.

Luckily, in most numerical methods, the resulting matrix A is either
banded, blocked, or is sparsely populated, meaning that most of the ma-
trix elements are null in value, and no operation is needed on them. Special
matrix solution techniques exist to take advantage of this fact.

There exist a substantial number of computer subroutines that can han-
dle matrices that have recognizable banded and/or blocked patterns, such as
tridiagonal,, banded diagonal, block diagonal, block triangular, etc. A good
example is the IMSL (1997) subroutine library. If the user does not have
sufficient knowledge about the banded/blocked structure of the matrix, the
matrix can be analyzed. The NAG (2006) subroutine library has such ca-
pability. Generally, the computational effort for solving banded and blocked
systems is proportional to O(M ×N2), where M is associated with the band
or the block size, which is a significant improvement over N3 for large N -
values.

8.7.1 Conjugate gradient method

When the matrix is sparse, and particularly when there is no recognizable
banded or blocked pattern, an iterative search technique based on optimiza-
tion (see Sec. 11.2) is often much more efficient.

A widely used iterative matrix solution technique, used for solving ground-
water transport problems, is the conjugate gradient method. In this method,
we set up an objective function Z and seek to minimize it with respect to a set
of decision variables x = (x1, x2, . . . , xN ) (see terminology in Subs. 11.2.1):

Minimize Z(x) =
1
2

x ·A · x− b · x. (8.7.3)

We observe that Z is minimized if ∂Z/∂x1 = ∂Z/∂x2 = . . . = 0, or

∇Z = A · x− b = 0, (8.7.4)

and that this equation is exactly (8.7.1). Hence, solving the linear system
(8.7.1) is equivalent to solving the optimization (minimization) problem of
(8.7.3) or (8.7.4).

To start the solution, we need an initial guess of the solution vector, x0,
to evaluate the function Z. Consider the objective function Z that takes the
form of a surface with a valley (Fig. 11.2.6). We seek an optimal path that
will lead us to the bottom of the valley in as few steps as possible, using only
available information around the trial solution (see also Subs. 11.2.4B and C).
Let us denote the direction of descent by the vector pk, with k = 0, 1, 2, . . .
indicating successive steps. In addition to the direction, we need a step size,
denoted as αk. to move in that direction. Hence, in the next trial, we seek a
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better x value by determining

xk+1 = xk + αkpk. (8.7.5)

The process is continued until the minimum is reached.
Different methods, such as the method of steepest descent, and the conju-

gate gradient method, can be used to find the descending directions and step
sizes. We shall describe below only the conjugate gradient method, considered
to be the more efficient method.

There exist a few variations of conjugate gradient method. If the matrix
A is symmetric and positive definite, we can utilize the ordinary conjugate
gradient method. In this method, we start by making an initial guess, x0,
substituting it for the true solution, x. Next we use the new value evaluate
the residual

r0 = b− A · x0. (8.7.6)

From this residual, we select the first search direction

p0 = r0. (8.7.7)

We then repeat the following steps for k = 0, 1, 2, ...,

αk =
rk · rk

pk ·A · pk , (8.7.8)

xk+1 = xk + αkpk, (8.7.9)
rk+1 = rk − αk A · pk, (8.7.10)

βk =
rk+1 · rk+1

rk · rk , (8.7.11)

pk+1 = rk+1 + βk pk. (8.7.12)

This procedure continues until the residual is smaller than a certain desired
error tolerance.

8.7.2 Preconditioning

The conjugate gradient method, as other iterative methods, works most effec-
tively when the matrix A is sparse, and well conditioned, that is, its condition
number is small. The condition number of a matrix is defined as

κ(A) = ‖A−1‖ · ‖A‖, (8.7.13)

where ‖..‖ indicates the matrix norm (see any textbook on matrix analysis,
e.g., Golub and van Loan, 1996; Jennings and McKeown, 1992). When the
condition number of A is large, the solution of the system (8.7.1) becomes
unstable, that is, small errors introduced to the right hand side vector b (such
as roundoff error due to computer’s limited precision) can cause large errors
in the evaluation of x; hence, it is desirable to precondition the matrix A,



582 NUMERICAL MODELS AND COMPUTER CODES

i.e., to reduce its condition number, prior to the application of the conjugate
gradient method.

Preconditioning means pre-multiplying the matrix system (8.7.1) by a pre-
conditioning matrix M−1,

(M−1 · A) · x = M−1 · b, (8.7.14)

such that
A · x = b, (8.7.15)

in which the new matrix, A = M−1 · A, has a smaller condition number.
There exist many choices of the preconditioning matrix. In fact, the perfect
preconditioning matrix is M−1 = A−1, or M = A, such that A = I, i.e., the
identity matrix, which has the condition number 1. In this case, the system
(8.7.15) can be solved in one step, without iterations. However, finding A−1

is equivalent to solving the system by the method of elimination, and there
is no advantage in applying the iterative method. Hence, our goal is to find
preconditioning matrices that approximate A−1.

The simplest preconditioning matrix is the Jacobi preconditioner, given by

Mij =
{

Aii, for i = j,
0, otherwise, (8.7.16)

where Mij and Aij are the matrix elements of M and A, respectively. In other
words, we take only the diagonal terms of A, such that its inverse is

M−1
ij =

{

1/Aii, for i = j,
0, otherwise. (8.7.17)

Other, more sophisticated, preconditioning methods include the incomplete
LU conjugate gradient (Chin et al., 1992; Chow and Saad, 1997) and the
incomplete Choleski conjugate gradient (Kershaw, 1978; Kuiper, 1981; Ajiz
and Jennings, 1984) method. In the LU decomposition, a matrix can be fac-
tored into the product of a lower triangular matrix L (all elements above the
diagonal are null elements), and an upper triangular matrix U (all elements
below the diagonal are null), such that

A = L ·U. (8.7.18)

Or, in the Choleski decomposition, a positive definite symmetric matrix can
be factored into

A = L · LT , (8.7.19)

where the upper triangular matrix is simply the transpose of the lower trian-
gular matrix (Golub and van Loan, 1996; Jennings and McKeown, 1992; Press
et al., 2007). These triangular matrix pairs are then used as preconditioner
to pre- and post-multiply the matrix A.
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As an example, consider the incomplete Choleski conjugate gradient
method. We may precondition the system (8.7.1) in the form

[L−1 ·A · (LT )−1] · (LT · x) = L−1 · b, (8.7.20)

such that it becomes
A · x = b. (8.7.21)

Once we apply the conjugate gradient method to solve for x, we can recover
x from

x = (LT )−1 · x. (8.7.22)

In the above procedure, we recall that A is a sparse matrix. However, in
the complete LU decomposition, or complete Choleski decomposition, new
nonzero matrix elements, or “fill-ins”, can be generated, thus defeating the
purpose of having a sparse matrix. To circumvent this difficulty, the decom-
position needs to be incomplete, that is, whenever a nonzero element is gen-
erated at a zero element location of A, it should be deleted and stored in a
cancelation matrix, such that the (incomplete) decomposition takes the form

A = L · LT + C, (8.7.23)

in which L has the same sparse structure as A, and C is a cancelation ma-
trix. Further details of these preconditioned conjugate gradient methods can
be found in the literature (Jennings and McKeown, 1992; Hackbusch, 1993;
Golub and van Loan, 1996; Saad, 2003).

8.8 Computer Codes

Once a numerical model has been constructed, and a numerical method has
been chosen to enable the (approximate) solution of the PDEs included in
a mathematical model that represents a given physical problem, a computer
code (or program) is used to execute the large number of repetitive calculation
steps involved in the solution of the numerical model. As already mentioned
in the preamble of this chapter, we use the term ‘computer code’ for the set
of instructions, or commands, that define the set of tasks to be carried out
by a computer. This section reviews some of the more widely used computer
codes used for solving flow and transport problems.

Computer codes have been developed by individual researchers, by govern-
mental agencies, or by commercial entities. In this section, we focus mainly
on public domain codes, i.e., codes that are accessible to the public for free.
Among the most notable sources for such codes are government agencies, such
as the U.S. Geological Survey (USGS), the U.S. Environmental Protection
Agency (USEPA), the U.S. Army Corps of Engineers (USACE), the various
U.S. Department of Agriculture (USDA) laboratories, and the National Labo-
ratories. Here we should mention that many of the public domain codes have
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commercial versions, which often provide more user-friendly preprocessors
and postprocessors.

As there exist a large number of codes, with overlapping capabilities, the
selection here is, generally, based on the popularity of their adoption, and
on a broad spectrum coverage. Codes that are largely based on analytical
solutions, or are limited to lower spatial dimensions, have not been included.
There is no attempt to recommend one code over another, as each code may
serve a different purpose, and there is no code that is without deficiency.
The reader should also be aware of the dynamic nature of code development;
newer versions of existing codes, with new capabilities, are continuously being
developed and announced.

One last word of caution: whenever selecting a code, it is of utmost im-
portance to check the code for its documented verification; or else the code
may not be appropriate for the consider case (see Step 5 in Subs. 1.2.2).

With these comments in mind, following is a brief review of some of the
more widely used computer codes.

MODFLOW (Modular Finite-Difference Ground-Water Flow Model). This
is a computer program that simulates three-dimensional groundwater flow
by using a cell-centered FDM (Subs. 8.1.3). It was first released by the U.S.
Geological Survey in 1984 as a public domain computer code (McDonald
and Harbaugh, 1984). It went through several revisions, MODFLOW-88,
MODFLOW-96, MODFLOW-2000 (Harbaugh et al., 2000; Hill et al., 2000),
and the current version is MODFLOW-2005 (Harbaugh, 2005). MODFLOW
is one of the most widely used computer codes for groundwater flow simu-
lation, partly because it is a public-domain, open-source code. Also, it has
been developed with a modular structure, meaning that the source code is
easier to understand, and users can develop their own subroutines to link with
the main program. Particularly, in MODFLOW-2000 and in later versions,
users can add multiple non-groundwater flow equations, such as the con-
taminant transport equation, to enhance its modeling capability. The USGS
has also developed several major extensions to MODFLOW. For example,
MODFLOWP (Hill, 1992) is an inverse modeling program, based on non-
linear regression, with the purpose of calibrating for aquifer parameters, us-
ing observed groundwater heads. MODFLOWP has been incorporated into
MODFLOW-2000 and its later version. MODPATH (Pollock, 1994) is a
particle tracing postprocessing computer code for MODFLOW. The program
allows the user to deploy a group of particles and to trace their pathlines,
either forward or backward in time, based on the assumption of advective
transport only.

MOC3D (Three-Dimensional Method-of-Characteristics Ground-Water Flow
and Transport Model). This USGS computer code was originally released as
MOC, a two-dimensional flow and transport code (Konikow and Bredehoeft,
1978). It uses a cell-centered finite difference scheme for the flow equation,
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and the method of characteristics for solute transport. In the solute transport
equation, the advective term is handled by the Lagrangian particle tracking
technique (Sec. 8.6). Hydrodynamic dispersion and fluid source terms are
solved by using a two-step explicit finite difference procedure. The newer
version, MOC3D (Konikow et al., 1996), solves three-dimensional problems,
utilizing MODFLOW as its flow solver. It is distributed as a module of the
MODFLOW-96 and later versions. The latest version of MOC3D (Goode,
1999) adds capabilities to simulate aging of groundwater, double porosity
exchange, and simple reactions. For modeling saltwater intrusion, which in-
volves variable density effect, the two-dimensional MOC code was modified
to MOCDENSE (A two-constituent solute transport model for groundwa-
ter with variable density) by Sanford and Konikow (1985), and the three-
dimensional code to MOCDENSE3D by Oude Essink (2001, 2003).

MT3DMS (Modular 3-D Multi-Species Transport Model for Simulation of
Advection, Dispersion, and Chemical Reactions of Contaminants in Ground-
water Systems). The code was first released as MT3D by the U.S. Envi-
ronmental Protection Agency (Zheng, 1990). MT3D interfaces directly with
MODFLOW for the flow solution. For solute transport, it utilizes an Eulerian-
Lagrangian scheme, based on a forward tracking method of characteristics
(MOC) (Konikow and Bredehoeft, 1978) (Sec. 8.6), on a modified method
of characteristics (MMOC), as well as on a combination of these two meth-
ods (HMOC). A major drawback of MOC is that a large number of particles
needs to be deployed, particularly in three-dimensional cases. It heavily taxes
the computer storage and CPU time, as otherwise the solution will lack the
desirable accuracy. MMOC, on the other hand, approximates the advection
term by tracking the nodal points of a fixed grid backward in time, and utilizes
an interpolation scheme (Cheng et al., 1984). MMOC requires the mainte-
nance of much fewer particles than MOC and is, therefore, more efficient.
However, it introduces numerical dispersion (Sec. 8.6) on a sharp concentra-
tion front, thus losing part of the advantage of the MOC formulation. The
hybrid MOC/MMOC technique (Neuman, 1984) attempts to combine the
advantages of the two techniques, based on an automatic adaptation of the
transport process. When sharp concentration fronts are present, the advec-
tion term is solved by the forward-tracking MOC technique through the use
of moving particles dynamically distributed around each front. Away from
such fronts, the advection term is solved by the MMOC technique, with nodal
points tracked backward in time. When a front dissipates due to dispersion
and chemical reactions, the forward tracking stops automatically and the cor-
responding particles are removed. MT3D was later extended and released by
the U.S. Army Corps of Engineers, Engineering and Research Development
Center (Zheng and Wang, 1999), as MT3DMS, where the ‘MS’ stands for
multispecies transport. Its most current release is version 5 (Zheng, 2006).
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RT3D (Multi-Species Reactive Flow and Transport Simulation Software).
RT3D is a code supported by the Pacific Northwest National Laboratory
(PNNL) (Clement, 1997). It simulates three-dimensional, multispecies, reac-
tive transport of chemical compounds in groundwater. It utilizes MODFLOW
and MT3D as the flow and transport codes, and adds reaction kinetic mod-
ules, such as instantaneous reaction, first-order, rate-limited, BTEX (ben-
zene, toluene, ethylbenzene, and xylene) degradation, rate-limited sorption,
double Monod model, sequential first-order decay, and aerobic/anaerobic
chlorinated ethene dechlorination (Clement, 1997; Clement et al., 1998, 2000).

HST3D (Heat and Solute Transport in Three-Dimensional Groundwater
Systems). HST3D is a USGS finite difference code for three-dimensional
advective-dispersive heat and mass transport (Kipp, 1987, 1997). It provides
a transient simulation of non-isothermal flow in a saturated aquifer, with
transport of a single solute, linear adsorption, and linear decay.

FEMWATER (Three-Dimensional Finite Element Model of Water Flow
Through Saturated-Unsaturated Media). The original code was developed in
two parts: a 3DFEMWATER code for three-dimensional density-dependent
flow through variably saturated porous media (Yeh, 1987), and a 3DLE-
WASTE code for three-dimensional Eulerian-Lagrangian model of waste
transport (Yeh, 1990). It has been combined into a single coupled flow and
transport code, FEMWATER (Lin et al., 1996). The code is available from
U.S. EPA.

Random-Walk (Random-Walk Solute Transport Model for Selected Ground-
water Quality Evaluations). Random-Walk is an open source Fortran code
that simulates solute transport with advection, dispersion, and chemical re-
actions, in one or two spatial dimensions, developed by Illinois State Water
Survey (Prickett et al., 1981). The solution for groundwater flow is based on
a finite difference formulation. The solute transport portion of the code is
based on a particle-in-a-cell technique for the advection mechanisms, and a
random-walk technique for the dispersion effects.

GMS (Groundwater Modeling System). GMS is a software pre-processor,
post-processor, and graphic user interface (GUI) implementation of a num-
ber of public domain groundwater modeling computer codes, which include
FEMWATER, MODFLOW, MODPATH, MT3DMS, RT3D, UTCHEM, and
PEST. It was developed by the U.S. Army Engineer Research and Develop-
ment Center for use by governmental agencies. It is available as a commercial
software.

SWAT (Soil and Water Assessment Tool). SWAT (Arnold and Fohrer, 2005;
Neitsch et al., 2005) is a basin scale, continuous time model designed to pre-
dict the impact of management on water, sediments, and agricultural chemi-
cal yields in ungaged watersheds. Major model components include weather,



Computer Codes 587

hydrology, soil temperature and properties, plant growth, nutrients, pesti-
cides, bacteria and pathogens, and land management. In SWAT, a watershed
is divided into multiple sub-watersheds, which are then further subdivided
into hydrologic response units that consist of homogeneous land use, manage-
ment, and soil characteristics. SWAT is a public domain code supported by
the U.S.D.A. Agricultural Research Service at the Grassland, Soil and Water
Research Laboratory.

HYDRUS (Movement of Water, Heat, and Multiple Solutes in Variably
Saturated Media). HYDRUS-1D and -2D (Simunek et al., 1999) are pub-
lic domain software packages developed for the U.S. Salinity Laboratory.
HYDRUS-3D is a commercial software. The program is a FE model that
solves Richards’ equation, (6.3.36, for saturated-unsaturated water flow and
Fickian-based advection-dispersion equations for heat and solute transport.
The flow equation incorporates a sink term to account for water uptake
by plant roots. The solute transport equations consider advective-dispersive
transport in the liquid phase, and diffusion in the gaseous phase. The equa-
tions also include provisions for nonlinear and/or nonequilibrium reactions
between the solid and liquid phases, linear equilibrium reactions between the
liquid and gaseous phases, zero-order production, and first-order degradation
reactions. This software is widely used in agriculture applications.

FEFLOW (Finite Element Subsurface Flow and Transport Simulation Sys-
tem). FEFLOW is a commercial software package based on the finite ele-
ment method. It simulates three-dimensional, density-dependent, saturated-
unsaturated flow, chemical mass transport, and solid and fluid heat transport
in porous media.

PEST (Model-independent parameter estimation). PEST was developed by
Doherty (2005) as a model-independent nonlinear parameter estimation com-
puter code. It has undergone a number of modifications and the current
version is offered as a freeware. ‘Model-independent’ means that PEST com-
municates with the application program through its input and output files,
without the need to access and modify the source code of the application
program. It has been used for parameter estimation for groundwater flow
and transport models (Doherty, 2003; Moore and Doherty, 2006). It has also
been incorporated into a number of groundwater flow and transport computer
programs, such as MODFLOW, MT3D, and GMS for parameter estimation
and calibration purposes. Some of these implementations are available only
as commercial packages.

SUTRA (Model for 2D or 3D Saturated-Unsaturated, Variable-Density
Ground-Water Flow, with Solute or Energy Transport). SUTRA is a Galerkin-
based finite element code that solves groundwater flow and transport prob-
lems under saturated and unsaturated conditions. Particularly, it models vari-
able density, and, hence, has been widely used for simulating saltwater intru-
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sion (Chap. 9). SUTRA is a USGS code and was initially released in 1984 as
a two-dimensional code (Voss, 1984, 1999). Its three-dimensional version was
released in 2003 (Voss and Provost, 2002).

SEAWAT (Computer Program for Simulation of Three-Dimensional Variable-
Density Ground-Water Flow). SEAWAT is a USGS code that combines MOD-
FLOW and MT3DMS into a single computer program for the purpose of
simulating saltwater intrusion (Langevin et al., 2003). It is a finite difference,
Eulerian-Lagrangian code, in contrast to SUTRA, which is a finite element
code.

CODESA-3D (Coupled Variable Density and Saturation 3D Model). This
is a finite element code, developed by the Center for Advanced Studies, Re-
search and Development in Sardinia (CRS4), Italy. It solves the convective-
dispersive, variable density transport equation in saturated and variably sat-
urated porous media (Gambolati et al., 1999). Its functions are similar to
those of SUTRA.

SHARP (A Quasi-Three-Dimensional, Numerical FDM that Simulates Fresh-
water and Saltwater Flow Separated by a Sharp Interface in a Layered Coastal
Aquifer Systems). SHARP is a quasi-three-dimensional (layered aquifers,
with Dupuit assumption), implicit finite difference model that simulates
saltwater-freshwater movement in coastal aquifers (Essaid, 1990a, 1990b,
1999). The saltwater and freshwater are separated by a sharp interface. It
is a USGS code.

ParFlow (Modeling Surface and Subsurface Flow on High Performance Com-
puters). ParFlow is a parallel, three-dimensional, variably saturated ground-
water flow code, developed by Lawrence Livermore National Laboratory
(LLNL), that is especially suitable for large-scale, high-resolution problems
(Ashby and Falgout, 1996; Tompson et al., 1999). ParFlow has been ex-
tended to coupled surface-subsurface flow to enable the simulation of hill
slope runoff and channel routing in an integrated fashion. The components
implemented into ParFlow enable large scale, high resolution watershed sim-
ulations (Maxwell and Miller, 2005; Kollet and Maxwell, 2006).

TOUGH (Transport of Unsaturated Groundwater and Heat). TOUGH
(Pruess et al., 1999) is a multi-dimensional numerical code for simulating the
coupled transport of water, vapor, non-condensible gas, and heat in porous
and fractured media. TOUGH uses an integral finite difference method for
space discretization, and first-order fully implicit time difference. The code,
developed by the Lawrence Berkeley National Laboratory (LBNL), is pri-
marily designed for geothermal reservoir studies and high-level nuclear waste
isolation. It provides options for specifying injection or withdrawal of heat and
fluids, double-porosity, dual-permeability, multiple interacting media, differ-
ent fluid mixtures (water, vapor, tracer, CO2, air, and hydrogen), Klinkenberg
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effects (Subs. 4.2.1) and binary diffusion in the gas phase, capillary and phase
adsorption effects for the liquid phase, heat transport by means of conduction
(with thermal conductivity dependent on water saturation), convection, and
binary diffusion.

NUFT (Nonisothermal, Unsaturated Flow and Transport with Chemistry).
NUFT (Nitao, 1998) is a Lawrence Livermore National Laboratory (LLNL)
code designed to simulate coupled fluid movement (multiple liquids and gas),
heat transport (including thermal radiation), and chemical reactions in sat-
urated or unsaturated porous media. Chemical interactions that modify the
physical properties of the porous media are also considered. Applications of
the code have primarily addressed simulations of the long-term evolution of
rock in the vicinity of deep geological high level nuclear waste repositories,
thermal perturbation of sedimentary basins, and mineral and chemical evo-
lution associated with subsurface sequestration of CO2. Finite element and
finite difference solution options, together with internal structured, external
unstructured, and multigrid meshes, are also available.

STOMP (Subsurface Transport Over Multiple Phases). STOMP (Nichols
et al., 1997; White and Oostrom, 2000, 2006; Ward et al., 2005) is a general
purpose computer code, developed by Pacific Northwest National Laboratory,
for simulating multidimensional subsurface flow and transport. The simula-
tor’s modeling capabilities address a variety of subsurface environments, in-
cluding nonisothermal conditions, fractured media, multiple-phase systems,
nonwetting fluid entrapment, soil freezing conditions, nonaqueous phase liq-
uids, first-order chemical reactions, radioactive decay, solute transport, dense
brines, nonequilibrium dissolution, and surfactant-enhanced dissolution and
mobilization of organics.

SLAEM/MLAEM (Single/Multi-Layer Analytic Element Method). These
are commercial codes based on Strack’s (1989) analytic element method. The
method involves the superposition of analytic functions, each representing a
particular geohydrological feature in a two-dimensional, steady-state flow in
an infinite aquifer (using the Dupuit assumption). Analytic elements have
been developed to model uniform flow, rainfall infiltration, rivers, creeks,
lakes or polders, wells, cracks, slurry walls, and inhomogeneities in aquifer
properties. MLAEM models multilayer aquifers using leakage areas to connect
them. SLAEM is the single-layer version of MLAEM.

WHPA (Wellhead Protection Area). WHPA is a semi-analytical ground-
water flow simulation code by EPA, used for delineating the capture zone
in a wellhead protection area by particle tracking (Blandford and Huyakorn,
1991). It is applicable to two-dimensional, steady groundwater flow in a ho-
mogeneous confined, unconfined, or leaky aquifers.
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BIOPLUME. BIOPLUME is a two-dimensional computer code for sim-
ulating contaminant transport of a single and multiple hydrocarbons with
oxygen-limited and reactant-limited bioreactions (Rafai et al., 1998), devel-
oped by EPA. Its transport code is based on the USGS MOC.

NAPL Simulator. The NAPL Simulator is an EPA three-dimensional com-
puter code based on Hermite collocation finite element discretization (Guar-
naccia et al., 1997). It simulates NAPL contamination in three interrelated
zones: a vadose zone, a capillary zone, and a water-table aquifer zone. Three
mobile phases are accommodated: water, NAPL, and gas. The 3-phase k-S-P
sub-model accommodates capillary and fluid entrapment hysteresis. NAPL
dissolution and volatilization are accounted for through rate-limited mass
transfer sub-models.

UTCHEM (University of Texas Chemical Compositional Simulator). Orig-
inally a three-dimensional finite difference model for multiphase flow, mul-
ticomponent transport and chemical flooding, this code has been modified
to become a general purpose NAPL simulator (University of Texas, 2000).
Physical, chemical and biological process models, important in describing
the fate and transport of NAPLs in contaminated aquifers, have been incor-
porated into this simulator. These include multiple organic NAPL phases,
the dissolution and/or mobilization of NAPLs by non-dilute remedial flu-
ids, chemical and microbiological transformations, and changes in fluid prop-
erties as a site is being remediated. The model allows for non-equilibrium
interphase mass transfer, sorption, geochemical reactions, and temperature
dependence of pertinent chemical and physical properties. It can simulate
the flow and transport of remedial fluids of variable density, temperature and
viscosity, including surfactants, co-solvents, and other enhancement agents.
The biodegradation model includes inhibition, sequential use of electron ac-
ceptors, and co-metabolism. It can be used for modeling a very general class
of bioremediation processes. The code is a public domain code maintained by
the University of Texas, Center for Petroleum & Geosystems Engineering.

BIOMOC (A Multispecies Solute-Transport Model with Biodegradation).
BIOMOC is a USGS two-dimensional code based on MOC. It simulates the
transport and biotransformation of multiple reacting solutes (Essaid and
Bekins, 1997). A number of biological transformation processes, including
single, multiple, and minimum Monod kinetics and competitive, noncompet-
itive, and Haldane inhibition, are also included.

PHREEQC (A Computer Program for Speciation, Batch-Reaction, One-
Dimensional Transport, and Inverse Geochemical Calculations). PHREEQC
is a USGS computer program designed to perform a wide variety of low-
temperature aqueous geochemical speciation calculations (Parkhurst and Ap-
pelo, 1999). The PHREEQC code differs from other codes reviewed in this
section in that PHREEQC does not model flow and transport; rather, it mod-
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els speciation (Subs. 7.9.2D). Given a set of species present in an aqueous
phase, PHREEQC has all the chemical relationships that can predict what
chemical processes will occur, and what will be the resulting set of species
and their concentrations, assuming chemical equilibrium. PHREEQC is based
on an ion-association aqueous model and has capabilities for (1) speciation
and saturation-index calculations; (2) batch-reaction and one-dimensional
transport calculations, involving reversible reactions, which include aqueous,
mineral, gas, solid-solution, surface-complexation, and ion-exchange equilib-
ria, and irreversible reactions, which include specified mole transfers of reac-
tants, kinetically controlled reactions, mixing of solutions, and temperature
changes; and (3) inverse modeling, which finds sets of mineral and gas mole
transfers that account for differences in composition between waters, within
specified compositional uncertainty limits. PHREEQC is often used in con-
junction with a flow and transport code (see PHAST below).

PHAST (Program for Simulating Ground-Water Flow, Solute Transport,
and Multicomponent Geochemical Reactions). PHAST is a USGS code that
simulates multicomponent, reactive solute transport in three-dimensional sat-
urated groundwater flow (Parkhurst et al., 2004). The flow and transport
calculations are based on a specialized version of HST3D that is restricted to
constant fluid density and constant temperature. The geochemical reactions
are simulated with the geochemical model PHREEQC.



Chapter 9

SEAWATER INTRUSION

In many parts of the world, coastal aquifers constitute an important source of
water. Often, coastal areas are also heavily populated, a fact that makes the
demand for freshwater even more acute. Due to the proximity and contact
with the sea, the planning and management of such aquifers requires special
attention associated with the danger of seawater (or saltwater) intrusion. In
fact, this phenomenon constitutes one of the major constraints in the man-
agement of groundwater in costal aquifers. As seawater intrusion progresses,
the part of the aquifer close to the sea becomes saline, and pumping wells
that operate close to the coast have to be abandoned. Also, the area above
the intruding seawater wedge, which remains fresh by natural replenishment,
is lost as a source of freshwater.

The above remarks emphasize the special features of coastal aquifers that
affect management decisions. The objective of this chapter is to present and
discuss models that describe seawater intrusion. Particularly, we shall dis-
cuss a model that couples flow and solute transport under variable density
conditions. Certain issues related to coastal aquifer management will also be
presented.

9.1 Occurrence and Exploration

9.1.1 Occurrence of seawater intrusion

In general, a hydraulic gradient toward the sea exists in a coastal aquifer,
with the sea serving as the recipient for the excess of freshwater, i.e., for
the difference between aquifer replenishment, both natural and artificial, and
the quantity of water pumped from the aquifer. Because of the presence of
the sea, seawater occupies the void space of the aquifer formation beneath
the sea. This seawater zone in the aquifer extends also to some distance
landward of the coast. As a consequence, a zone of transition exists in the
aquifer, across which the water in the aquifer varies from the lighter fresh
aquifer water flowing to the sea to the heavier seawater in the aquifer. For
reasons to be discussed later in this chapter, let us refer to this transition
zone as the ‘interface’, or ‘interface zone’, between freshwater and seawater.
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Figure 9.1.1: Typical vertical cross sections of seawater intrusion in coastal
aquifers. (a) Unconfined aquifer with replenishment; (b) Confined aquifer; (c)
Freshwater lens on an island; (d) Unconfined aquifer with pumping.

Figure 9.1.1 presents some typical cross sections with interfaces in coastal
aquifers under natural conditions (a, b, c) and with pumping (d). Like all fig-
ures that describe aquifers, these are also highly distorted figures, not drawn
to scale. In this figure, the surface indicated as an ‘interface’ represents a
transition zone. The detailed shape of the transition zone depends, among
other factors, to be discussed below, on whether this zone is advancing in-
land or retreating. Figure 9.1.2 shows two schematic cases of coastal aquifer
cross-sections with transition zones. In all cases, the aquifer domain occupied
by seawater has the form of a wedge.

When we start pumping from a coastal aquifer, or when the rate of existing
pumping is increased, the freshwater discharge to the sea is reduced, water
levels (or piezometric heads in a confined aquifer) drop close to the sea,
and the transition zone rises. The entire seawater and transition zone wedge
advances landward, until a new equilibrium is reached. Wells that operate
within the wedge zone pump saline water and have to be abandoned. When
pumping takes place in a well located above the transition zone, the saltwater
upcones towards the well. Unless the well is at a sufficient distance above this
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Figure 9.1.2: Typical cross-sections of transition zones in coastal aquifers.

zone and/or the rate of pumping is sufficiently small, the well will eventually
pump saline water.

Since the famous works of Badon-Ghyben (1888) and Herzberg (1901), and
the less known work of Du Commun (1828, see Konikow and Reilly, 1999),
extensive research has been carried out, leading to the understanding of the
mechanisms that govern seawater intrusion. The dominant factors are the
flow regime in the aquifer above the intruding seawater wedge, the variable
density, and hydrodynamic dispersion. Reviews of the phenomenon of seawa-
ter intrusion, and of the research that has been carried out on this subject,
both theoretical work, and field and laboratory investigations, may be found
in many books and publications, and will not be repeated here (e.g., Bear,
1972, 1979; Bear and Verruijt, 1987; Reilly and Goodman, 1985, Bear et al.,
1999; Cheng and Ouazar, 2004; Bear, 2005b; Goswami and Clement, 2007).

Seawater and freshwater are often referred to as ‘miscible liquids’, al-
though, actually, they constitute a single liquid phase—water—with different
concentrations of total dissolved solid (TDS), such as salt. For the sake of
simplicity, we shall continue to refer to them as two liquids—freshwater, and
seawater. The passage from the portion of the aquifer that is occupied by the
former to that occupied by the latter, takes the form of a transition zone,
rather than a sharp interface. Under certain circumstances, depending on the
extent of seawater intrusion, and on certain aquifer properties, this transition
zone, which is, primarily, a result of hydrodynamic dispersion (Chap. 7) of
the dissolved matter, may be rather wide. Under other conditions, it may
be rather narrow, relative to the aquifer’s thickness, and the passage from
the zone occupied by freshwater to that occupied by seawater may be ap-
proximated as a sharp interface. Often, the term ‘interface’ is used for the
iso-density surface that is midway between freshwater and seawater. In this
chapter, the term ‘interface’ will be used either for a ‘sharp interface’, or,
interchangeably for the ‘transition zone’.

Information on seawater intrusion into coastal aquifers can be found in the
books by Bear et al. (1999), and by Cheng and Ouazar (2004), as well as in
many articles. For example, on the management problem (van Dam, 1999;
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Maimone et al., 2004), on modeling with the sharp interface approximation
(Bear, 1999; Essaid, 1999), and on analytical solutions (Cheng and Ouazar,
1999), on modeling as a variable density flow and transport problem (Bear,
1999). Numerical solutions are presented by Voss (1999), by Gambolati et al.
(1999), by Sorek et al., (1999), by Langevin et al. (2004). Discussions on
specific numerical codes are presented by Sorek and Pinder (1999). Case
studies on specific locations can also by found, e.g., on seawater intrusion in
Egypt (Sherrif, 1999), Israel (Melloul and Zeitoun, 1999), the Netherlands
(Oude Essink, 1999, 2004; Stakelbeek, 1999), Italy (Barrocu et al., 2004),
Mexico (Marin et al., 2004), Hawaii (Voss, 1999), Florida (Swarzenski and
Kindinger, 2004), California (Johnson and Whitaker, 2004), as well as in
other locations in the U.S. (Konikow and Reilly, 1999).

9.1.2 Exploration of saltwater intrusion

In the following, we shall discuss methods for detecting the presence of sea-
water in coastal aquifers.

A. Water sampling

There exist many well-established methods for detecting the presence of wa-
ter in geological formations; they can be roughly categorized into geological
methods and geophysical methods (Todd, 1980). The detection of saltwater or
seawater, however, is more difficult. As an example, consider the geological
method that consists of drilling an observation well at a location of interest.
Unless the screen through which the water that enters the borehole is short,
we cannot tell at which depth this kind of water (or saltwater) is present in
the formation. When the screen is long (or consists of multiple short screens)
water enters the borehole from various depths and is then mixed in the bore-
hole.

In aquifers where a thick saltwater-freshwater transition zone exists, it
is of interest to monitor the continuous change in salt concentration across
the transition zone. Monitoring such information requires taking samples of
unmixed water at different depths. This can be achieved by the use of packers
that block seal sections of the well, selectively, such that each section has its
own screen and water samples taken from different sections are not mixed
with each other. Obviously, such operation is tedious and the data obtained
is limited to the well’s location and to the elevation of the screened portions
of the well at that location. In order to cover a large area, a large number of
wells need to be drilled, and the associated costs are usually high. The data
obtained, however, is the most direct and, probably, the most accurate. Data
obtained by this method is often used to calibrate data obtained by indirect
methods, such as geophysical methods.
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B. Geophysical investigations

Geophysical methods make use of physical properties, such as the velocity
of seismic waves, electrical conductivity, electromagnetic permeability, ther-
mal conductivity, etc., of the geomaterials, such as the soil, and the water
occupying the void space, with the latter varying with the concentration of
dissolved matter. The typical advantages of the geophysical methods are:

• Measurements are taken at ground surface, although some techniques also
utilize existing, or specially drilled borehole. Sometimes, measurements
can be conducted from airborne by aircrafts. Usually, this means hence
less time consumed and lower costs.

• Measurements cover a large surface area, thus making the methods more
suitable for field scale investigations.

The disadvantage of the surface based geophysical methods, however, is
that they are less accurate, and often require calibration from direct mea-
surements. The optimal solution to this problem is to conduct an integrated
geophysical survey that combines results from geophysical techniques with
data obtained from direct water sampling.

Several geophysical methods that can be used for detecting the presence
of saline water in geological formations are briefly discussed below. A more
extensive presentation can be found in Stewart (1999).

DC (direct current) resistivity. This electrical method, which is one
of the earliest geophysical methods (Swartz, 1937, 1939), is one of the most
widely used methods for the detection of saltwater underground in coastal
environments (Fretwell and Stewart, 1981; Stewart et al., 1983; Hagemeyer
and Stewart, 1990; Nowroozi et al., 1999; Leroux and Dahlin, 2006). The
method is based on the increase in electrical conductivity with increasing
pore water salinity. The principal advantages of the method are its simplicity
and the relatively low cost of the required equipment.

In the DC method, an electrical current is introduced into the ground
through current electrodes driven into the soil. The resulting electrical po-
tential (voltage) is measured between two potential electrodes. The measured
resistance represents the integrated resistivity over the electrically heteroge-
neous soil. In the more advanced equipment, multi-conductor cables connect
a large number of electrodes along a profile. A receiver then cycles sequen-
tially through the electrodes, producing a series of closely-spaced soundings
along the profile. A computer program then performs 2-D or 3-D resistivity
inversions on the field data. The inversion, however, is not unique, and is
dependent on the assumed ‘model’, e.g., the number of soil layers, and their
thickness. This technique may not be robust enough to accurately determine
a continuously varying salt concentration in a transition zone. In the case
of a sharp interface, however, there is a distinct change in electrical conduc-
tivity across such interface; hence, the interface location can, generally, be
determined quite accurately (Stewart, 1990).
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Frequency domain electromagnetic methods. The frequency domain
electromagnetic method (FDEM) involves the generation of an electromag-
netic field, which induces current in the soil, which, in turn, causes the subsur-
face to create a magnetic field. By measuring this secondary magnetic field,
various subsurface properties and features can be deduced (Stewart, 1999).
The currents in the soil, termed eddy currents, are induced by time-varying
magnetic fields produced by a frequency-controlled AC in a transmitter coil.
The transmitted electromagnetic field is called the primary field. The induced
eddy currents in the soil produce a secondary field, which is usually 90◦ out of
phase with the primary one. The ratio of the out-of-phase component of the
secondary field to the in-phase component of the primary one is an indica-
tion of the terrain’s conductivity. The method has been effectively applied to
detect the saltwater-freshwater interface (Kauahikaua, 1987; Anthony, 1992;
Martinez et al., 1995). The depth of investigation by the FDEM is primarily
a function of the frequency of the primary field, with lower frequencies having
greater penetration.

Airborne electromagnetic methods. The frequency domain electro-
magnetic method creates eddy currents through electromagnetic induction,
so that, actually, no contact with the ground is required (Stewart, 1999). This
means that a frequency EM system can be flown by fixed wing aircrafts or
by helicopters. The typical airborne system uses several receiver-transmitter
coil pairs at varying frequencies. These coil pairs are placed in a ‘bird’, which
is towed behind the aircraft at elevations of 25–50 m above ground surface
(Fraser, 1972, 1978, 1979). The depth of investigation is determined by the
transmitter’s frequencies. Common frequencies range from 200 to 56,000 Hz,
yielding penetration depths from tens of meters to less than one meter, re-
spectively. The output, as an apparent resistivity map for each frequency,
is produced by an inverse method (Sengpiel, 1988; Huang and Fraser, 1996;
Sengpiel and Siemon, 2000). Interpretation is normally qualitative, and, typ-
ically, needs to be calibrated with ground surface data. The airborne method
is generally applied to surveys of large areas; it has been successfully ap-
plied to the detection of saltwater intrusion in freshwater aquifers, and to the
exploration of freshwater lenses in saltwater environments (Sengpiel, 1983;
Fitterman and Deszcz-Pan, 1998; Meng et al., 2006; Steuer et al., 2008).

Time domain electromagnetic methods. The time domain (transient)
electromagnetic method (TDEM) employs a transmitter that drives an AC
through a square loop of insulated electrical cable laid on the ground. The
current consists of equal periods of time-on and time-off, with base frequen-
cies that range from 3 to 75 Hz, producing an electromagnetic field. Similar
to the FDEM, the electrical current generates a primary, time-varying elec-
tromagnetic field, which in turn creates a secondary electromagnetic field.

TDEM soundings can be used to detect saltwater at depths of 5 m to
several hundred meters below land surface. The TDEM method has several
significant advantages over DC soundings, notably depths of investigation up
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to twice the transmitter coil dimension, and the ability to sound through a
conductive, near-surface unit, such as a clay confining layer. TDEM equip-
ment, however, is more expensive and complicated to use than DC equipment,
and the interpretation of TDEM data requires sophisticated interpretation
software (Stewart, 1999). TDEM has been successfully applied to many field
investigations (e.g., Fitterman and Stewart, 1986; Hoekstra and Blohm, 1990;
Kontar and Ozorovich, 2006; Nielsen et al., 2007; Duque et al., 2008)

Other geophysical investigation techniques that have been employed for
the detection of saline water in the subsurface include the ground penetrating
radar (Soldal et al., 1994; Tronicke et al., 1999); the loop-loop electromag-
netic method (Mitsuhata et al., 2006), the very low frequency (VLF) elec-
tromagnetic method (McNeill, 1990; McKenzie, 1990), and various borehole
geophysical methods; see Stewart (1999) for a review. For an overview of the
general principles and practices of geophysical methods, see Telford et al.
(1990), Ward (1990), and Beck (1991).

C. Geochemical investigations

As a part of exploration of freshwater contaminated by intruding saline water,
it is important to identify the origin of the latter. In coastal aquifers, seawater
encroachment inland is the most common reason for the increase in salinity;
however, other sources or processes can contribute to groundwater salinity.
Custodio (1997) lists a number of salinity sources that can contaminate fresh-
water supply, which are not directly related to seawater encroachment. These
include entrapped fossil seawater, sea-spray accumulation, evaporite rock dis-
solution, displacement of old saline groundwater from underlying or adjacent
aquifers or aquitards through natural, or man-imposed advection or by ther-
mal convection, leaking aquitards through fault systems, and anthropogenic
pollution from various sources, including sewage effluents, industrial effluents,
mine water, road deicing salts, effluents from water softening or de-ionization
plants, and agriculture return flows.

In general, seawater has a uniform chemistry due to the long residence
time of the major constituents. Its main features are (Jones et al., 1999):
predominance of Cl− and Na+, with a molar ratio of 0.86, an excess of Cl−

over the alkali ions (Na and K), and Mg greatly in excess of Ca2+ (Mg/Ca
= 4.5–5.2). In contrast, continental fresh groundwater are characterized by a
highly variable chemical composition, although the predominant anions are
HCO−

3 , SO2−
4 and Cl−. If not anthropogenetically polluted, the fundamental

cations are Ca2+ and Mg2+ and, to a lesser extent, the alkali ions, Na+

and K+. In most cases Ca2+ predominates over Mg2+. Seawater solutes are
specifically characterized by Mg > SO4+ HCO3, whereas meteoric waters
(dilute or saline), even if dominated by re-solution of marine salts, reflect
Na > Cl. In contrast, sedimentary basin fluids can carry significant Ca and
perhaps K excess over SO4+ HCO3, due to diagenetic carbonate or silicate
reactions.
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Geochemists, generally, use the following criteria to define the signature
and to distinguish the sources of salinization (Jones et al., 1999):
Salinity: In coastal aquifers, a time series of steadily increasing chloride
concentrations can indicate the early evolution of a salinity breakthrough
from seawater, due to the over-exploitation of groundwater and reduction of
piezometric head.
Cl/Br ratios: The Cl/Br ratio can be used as a reliable tracer, as both
Cl and Br, usually, behave conservatively, except in the presence of very
high amounts of organic matter. Seawater (Cl/Br weight ratio = 297) is
distinguished from relics of evaporated seawater (hypersaline brine Cl/Br <
297), evaporite-dissolution products (over 1000), and anthropogenic sources
like sewage effluents (Cl/Br ratios up to 800), or agriculture-return flows (low
Cl/Br ratios).
Na/Cl ratios: Na/Cl ratios of saltwater intrusion are usually lower than the
marine values (i.e., < 0.86, molar ratio). On the other hand, high (> 1) Na/Cl
ratios, typically, characterize anthropogenic sources, like domestic waste wa-
ters. Thus, low Na/Cl ratios, combined with other geochemical parameters,
can foretell the arrival of saltwater intrusion, even at relatively low chloride
concentrations, during early stages of salinization.
Ca/Mg, Ca/(HCO3 + SO4) ratios: One of the most conspicuous features
of saltwater intrusion is the enrichment of Ca over its concentration in seawa-
ter. High Ca/Mg and Ca/(HCO3 + SO4) ratios (> 1) are further indicators
of the intrusion of seawater.
O and H isotopes: The stable O and H isotopes can be used to describe
the mixing process between saline water and freshwater. Fresh groundwater is
generally depleted in both 18O and 2H (deuterium) relative to seawater. Mix-
ing of fresh and seawater should result in a linear correlation. Different sources
with high salinity (e.g., agriculture return flows, sewage effluents) would re-
sult in different slopes due to evaporation processes that would change the
isotopic composition.
Boron isotopes: One of the processes that modify the chemistry of seawater
intrusion is the adsorption of potassium, boron and lithium onto clay minerals
in the host aquifer. These elements are relatively depleted in saline water
associated with seawater intrusion. Hence, the boron isotopic composition
of groundwater can be used as a tool to discern the salinization sources, in
particular to distinguish seawater from anthropogenic contamination such as
domestic waste water.

As a conclusion of this section, we observe that many of the techniques dis-
cussed above for the exploration of an environment intruded by saline water,
are of a qualitative nature. Hence, in island or coastal regions, an exploration
program usually requires the conjunctive use of two or more complementary
geophysical, geological, and geochemical methods. Using several methods can
increase the confidence level of the interpretation of observed data. The col-
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lected data can be used to validate the numerical model constructed for the
simulation of seawater intrusion for management purposes.

9.2 Sharp Interface Models

Although, as emphasized above, in reality, a transition zone occurs, the sharp
interface approximation is still, sometimes, used, primarily, to enable rela-
tively easy solutions, both analytical and numerical, of certain seawater in-
trusion problems. However, nowadays, with the availability of new improved
numerical techniques, including methods for coping with nonlinearities that
are inherent in the transition zone model, and with fast and large memory
computers (even microcomputers), numerical solutions of three-dimensional
models that take the transition zone into account should not pose special dif-
ficulties. Indeed, a number of models and computer codes that consider sea-
water intrusion as a solute transport problem have already been developed,
e.g., MOC3D (Konikow et al., 1996); SUTRA (Voss and Provost, 2002). Our
objective in presenting this subsection is not only to present a more complete
and comprehensive description of the subject, but also to provide modeler
with another tool that may be useful under certain circumstances, as when
the transition zone is narrow relative to the thickness of the freshwater zone
overlying it.

9.2.1 Sharp interface

The concept underlying the sharp interface model is that the freshwater and
the seawater are envisioned as two immiscible liquids (but without the cap-
illary pressure that exists between immiscible fluids). Let us denote them by
subscripts s and f , respectively. The two liquids have different densities and
viscosities, with each of them occupying a distinct portion of the flow domain.
Figure 9.2.1 shows an example of a domain that is occupied by two liquids,
each occupying a distinct subdomain: the s-liquid in subdomain Rs, and the
f -liquid in subdomain Rf . The two adjacent regions are separated from each
other by a sharp, possibly moving, interface. Sources and sinks of liquid (i.e.,
artificial recharge and pumping wells) may exist in both subdomains. Our
objective is to model the flow in the two subregions, as well as the shape and
displacement of the interface.

Following (4.1.4), we define a piezometric head for each of the two subre-
gions:

hα = z +
p

ρα g
, in Rα, α = f, s, (9.2.1)

where p denotes pressure, ρ denotes the liquid’s density, z denotes elevation
above some datum level, and g denotes gravity acceleration.

Based on the discussion of a complete, well-posed mathematical model in
Sec. 5.3, we can state the considered problem in the following way: determine
hf in Rf , and hs in Rs, such that the following (mass balance) equations are
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Figure 9.2.1: An interface between zones of different immiscible liquids.

satisfied:

Sof
∂hf
∂t

= ∇ · (Kf · ∇hf )− Pf (x, y, z, t), in Rf , (9.2.2)

Sos
∂hs
∂t

= ∇ · (Ks · ∇hs)− Ps(x, y, z, t), in Rs, (9.2.3)

in which Pα = Pα(x, y, z, t) represents sinks of the α-phase, Kα(x, y, z) =
k(x, y, z) gρα/μα is the hydraulic conductivity, k is the permeability (both
K and k are tensors), μα is the dynamic viscosity, and Soα(x, y, z) is the
specific storativity of the α-phase (see (5.1.75)). We also note that the fluxes
are defined as qf = −Kf · ∇hf , and qs = −Ks · ∇hs. In writing Darcy’s law
for the two liquids, we have overlooked the possibility that the solid matrix
is not stationary; otherwise, q should be replaced by qr .

In addition, we have to specify initial conditions at t = 0: for hf in Rf
and hs in Rs. Boundary conditions have to be specified: for hf on Bf and
for hs on Bs; they are the usual ones encountered in flow of a single liquid.
However, the boundary conditions on the interface separating the two liquids
requires special attention.

Similar to the case of a phreatic surface (Sec. 5.2.3), which is, actually, an
interface between two fluids, air and water, the location and shape of the in-
terface considered here can also be expressed in the form F = F (x, y, z, t) = 0,
with F describing an a priori unknown (until the problem is solved) sur-
face. Denoting the elevation, z, of points on the interface by ζ = ζ(x, y, t)
(Fig. 9.2.1), the relationship for F becomes

z = ζ(x, y, t), or F (x, y, z, t) ≡ z − ζ(x, y, t) = 0. (9.2.4)

The pressure at a point p(x, y, z, t) on the interface is the same when the
latter is approached from both sides. Hence, from the definitions of hf and
hs in (9.2.1), we obtain
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ρf (hf − ζ) = ρs(hs − ζ), (9.2.5)

or
ζ = hs

ρs
ρs − ρf

− hf
ρs

ρs − ρf
= hs(1 + δ)− hfδ, (9.2.6)

where hf and hs take on their respective values on the interface, and

δ =
ρf

ρs − ρf
. (9.2.7)

If we can solve (9.2.2) for hf = hf (x, y, z, t) and (9.2.3) for hs = hs(x, y, z, t),
in their respective domains, (9.2.6) becomes the sought equation for the shape
of the (possibly moving) interface. We can rewrite it in the form:

F ≡ z − hs(1 + δ) + hf δ = 0, (9.2.8)

where, as this relationship is valid only for points z on the interface, i.e.,
z ≡ ζ, we recall that hf = hf (x, y, ζ, t), and hs = hs(x, y, ζ, t).

Once we have the location of the boundary (≡ the interface), the boundary
conditions on it—one for each side—are obtained from the fact that the
interface is a material surface with respect to the mass of each of the liquids;
no liquid mass crosses it. The two conditions are

(Vα − u) · n = 0, α = f, s, (9.2.9)

in which Vα are the velocity of the respective fluids, u is the speed of dis-
placement of the interface F , and n denotes the outward unit vector on F ,
with

DF

Dt
≡ ∂F

∂t
+ u · ∇F, n =

∇F
|∇F | , u · ∇F = −∂F

∂t
. (9.2.10)

In addition, the interface is also a material surface with respect to the solid,
and hence,

(Vsolid − u) · n = 0. (9.2.11)

From the above two equations, it follows that on the interface, which serves
as a common boundary to both subdomains, we have

(qrα − φu) · n = 0, α = f, s. (9.2.12)

Making use of Darcy’s law and (9.2.10), we obtain the two conditions on the
interface, for the Rf and Rs subdomains, respectively, in the form

φ δ
∂hf
∂t
− φ(1 + δ)

∂hs
∂t

= Kf · [∇z − (1 + δ)∇hs + δ∇hf ] · ∇hf , (9.2.13)

φ δ
∂hf
∂t
− φ(1 + δ)

∂hs
∂t

= Ks · [∇z − (1 + δ)∇hs + δ∇hs] · ∇hs. (9.2.14)
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In principle, we can find solutions for hf and hs in their respective domains
by solving the governing equations (9.2.2) and (9.2.3), together with the
boundary (interface) conditions, (9.2.12)–(9.2.14). Unfortunately, the inter-
face conditions, (9.2.13) and (9.2.14), are nonlinear coupled partial differential
equations in the variables hf and hs. It is practically impossible to directly
solve the coupled system in order to determine the shape and position of the
interface. Instead, numerical methods can be employed to approximately find
the interface location.

As a simple example, consider the case of a coastal aquifer, and let the two
liquids and the porous medium be assumed incompressible, meaning that the
specific storativity is zero. Then, (9.2.2) and (9.2.3) reduce to

∇ · (Kf · ∇hf ) = Pf (x, y, z, t), in Rf , (9.2.15)
∇ · (Ks · ∇hs) = Ps(x, y, z, t), in Rs. (9.2.16)

In a transient interface problem, the initial interface is, usually, given at a
non-equilibrium location, and our goal is to predict its future movement. At
any given time, at which we know the interface shape and location, we can
solve (9.2.15) and (9.2.16) simultaneously, as fixed domain problems in the
respective freshwater and saltwater domains. To have a well-posed problem,
in addition to the boundary conditions, two interface conditions are needed on
the interface. The interface conditions are given by the continuity of pressure,
expressed as (9.2.8), and the continuity of flux normal to the interface, given
by

(Kf · ∇hf ) · n = (Ks · ∇hs) · n, (9.2.17)

where n is the unit vector normal of the interface. Once the problem is solved,
we obtain, as a part of the solution, the normal flux on the interface, qα · n.
Then, according to (9.2.9), we can obtain the interface velocity u at that
instant as

u · n = Vα · n = − 1
φ

(Kα · ∇hα) · n. (9.2.18)

In a numerical solution, we can multiply a small time increment by the nor-
mal component of interface displacement velocity, u · n, in order to obtain,
approximately, the interface normal displacement in that time increment; the
interface can then be moved by that increment to a new location. The new
shape and position of the interface defines a new problem at the next time
step. The process continues and the interface is continuously displaced, un-
til an equilibrium, stationary, location is reached. This technique was used,
for example, by Liu et al. (1982) and Taigbenu et al. (1984) to simulate the
transient interface of saltwater intrusion.

In Subs. 9.2.5, we shall present some approximate models and solutions
that are based on the Dupuit assumption of essentially horizontal flow, thus
eliminating the boundary conditions on the sharp interface.
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Figure 9.2.2: Interface at equilibrium between two immiscible fluids.

It is of interest to determine the slope at a point on a stationary inter-
face. Figure 9.2.2 shows a segment AB along an (assumed sharp) stationary
interface, in two-dimensional flow in a vertical xz-plane. The components of
the specific discharge tangential to the interface in the two liquid regions are
given by

(qf )ξ = −k gρf
μf

∂hf
∂ξ

= − k

μf

(

∂p

∂ξ
+ gρf

∂z

∂ξ

)

,

(qs)ξ = −k gρs
μs

∂hs
∂ξ

= − k

μs

(

∂p

∂ξ
+ gρs

∂z

∂ξ

)

. (9.2.19)

By eliminating ∂p/∂ξ from both equations, we obtain

sin θ ≡ ∂z

∂ξ
=

(qf )ξ μf − (qs)ξ μs
k g(ρs − ρf)

, (9.2.20)

where θ is the angle that the interface makes with the +x direction. For sta-
tionary saltwater, qs = 0; as qf increases, the angle θ also increases. As a
coast is approached, the shape of a stationary interface follows from this con-
clusion: qf increases as the coast is approached (because the total discharge
moves through a decreasing cross-section), and, hence, θ also increases, and
the interface approaches the vertical direction.

9.2.2 Ghyben-Herzberg approximation

Beginning with Du Commun (1828), Badon-Ghyben (1888) and Herzberg
(1901), investigation on the interface in coastal aquifers have aimed at de-
termining the relationships between its shape and position, and the various
hydrological components of the groundwater balance near the coast.

Consider the interface shown in Fig. 9.2.3. The U-tube superimposed on
this figure is intended to demonstrate the conceptual model proposed by Du
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tern.

Commun (1828), Badon-Ghyben (1888) and Herzberg (1901). Essentially,
they assumed that a static equilibrium exists under steady state conditions,
with stationary seawater and a hydrostatic pressure distribution in the sea-
ward flowing freshwater zone. This means that the flow is (essentially) hor-
izontal and equipotentials (= surfaces of equal piezometric head) are ver-
tical lines, or surfaces. This, in fact, is identical to the Dupuit assumption
(Sec. 4.5). With the notation of Fig. 9.2.3a, we have

ηs = δ ηf , (9.2.21)

where δ = ρf/(ρs − ρf ). The above relation is called the Ghyben-Herzberg
approximation. It means that at any distance from the sea, the depth of an
assumed stationary interface below sea level is δ times the height of the fresh-
water table above it. For example, for ρs = 1.025 g/cm3, ρf = 1.000 g/cm3,
we obtain δ = 40; i.e., at any distance from the sea, the depth of a stationary
interface below sea level is 40 times the height of the freshwater table above
it. Obviously, as the sea is approached, the assumption of essentially horizon-
tal flow is no longer valid. Moreover, this assumption does not provide for an
outflow surface through which freshwater can drain to the sea.

Figure 9.2.3b shows the actual flow conditions near the sea. We note the
difference between the (actual) point A and point B, determined from the
equipotential which is the depth predicted by the Ghyben-Herzberg approxi-
mation formula (9.2.21). The discrepancy stems from the difference between
the actual shape of the equipotentials and the vertical ones assumed by the
Dupuit approximation. In a confined aquifer, ηs in (9.2.21) is the depth of a
point on the interface below sea level, while ηf ≡ hf is the freshwater piezo-
metric head. Bear and Dagan (1964a) suggested that for steady flow, (9.2.21)
gives an error that is less than 5%, provided πKB/Q δ > 8, where Q is the
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freshwater discharge to the sea, and B is the (constant) thickness of a confined
aquifer. In the case of a phreatic aquifer, the Ghyben-Herzberg approxima-
tion also overlooks the presence of the seepage face shown in Fig. 9.2.3b. Note
that a stationary interface always terminates on the sea bottom at some dis-
tance from the coast, and that at that point (M), it terminates on the sea
bottom as a curve that is tangent to the vertical.

Note that by inserting hs = const. ≡ 0, into (9.2.6), we obtain ζ = −δhf ,
which, with ζ = −ηs (see Figs. 9.2.1 and 9.2.3a), gives ηs = δhf . This is
similar to the Ghyben-Herzberg relationship, ηs = δηf . This means that
when the freshwater pressure is not hydrostatic (i.e., without applying the
Dupuit assumption), rather than interpreting hf as the free surface location
ηf , as in Fig. 9.2.3b, we can interpret it as the actual freshwater head at the
interface (point A in Fig. 9.2.3b). Then, the similar Ghyben-Herzberg rela-
tionship holds. This condition has been used by Glover (1959) and Detournay
and Strack (1988) in an analytical solution, and by Naji et al. (1998b) in a
numerical solution, for locating the saltwater-freshwater interface.

9.2.3 Upconing

In a costal aquifer, whenever a pumping well operates above a freshwater-
saltwater interface, it creates drop of head (or a cone of depression in the
case of a phreatic aquifer) above the well and a drop of freshwater head be-
low the well. According to the Ghyben-Herzberg approximation (9.2.21), this
will cause a local rise of interface. We use the term interface upconing, or just
upconing, whenever the rising interface is such that everywhere above it, the
flow of freshwater is towards the well. In this subsection, we consider the
upconing under the sharp interface approximation. In Subs. 9.3.2B, we shall
discuss the more realistic case of upconing with a transition zone. In both
cases, ‘upconing’ describes the shape of the interface (or transition zone) that
takes the form of a local rise in interface elevations, as a consequence of the
drop in piezometric head caused by the pumping. Under certain conditions,
the rising interface may reach the pumping well. In the case of a sharp inter-
face, an equilibrium stationary upconed interface is possible up to a certain
critical pumping rate (Fig. 9.2.4).

When the pumping rate is increased from one (say, steady) rate to a higher
(steady) one, yet, below some critical value, a new equilibrium, with a higher
upconed (sharp) interface, is established, following a transition period. At the
critical pumping rate, the interface is very unstable and any small increase in
pumping rate will, quickly, bring the interface, and with it saltwater, into the
pumping well. The fast rising upconed interface will reach the pumping well
in a cusp-like form (Fig. 9.2.4). When pumping stops, the upconed interface
undergoes a gradual decay towards the initial steady state interface. Since,
at the same time, seaward flow of freshwater takes place above the interface,
the decaying upconed interface mound is also displaced seaward.
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face.

Because the phenomenon of upconing is a consequence of the drop in piezo-
metric head, it is sensitive both to the distance of the pumping well above the
interface and to its pumping rate. Figures 9.2.5a, b, and c show, qualitatively,
some of the features of the freshwater flow pattern, and the upconing that oc-
curs when a pumping well operates above the interface in a three-dimensional
aquifer flow domain. The figures show a vertical cross-section normal to the
coast. Figure 9.2.5d demonstrates also a two-dimensional flow situation, with
the well replaced as a gallery parallel to the coast.

Figure 9.2.5a shows a well that is either sufficiently far above the interface,
or is pumping at a sufficiently low rate. Under such conditions, the reduc-
tion of freshwater head just above the interface is small. We observe that
although the interface rises toward the well, there is no upconing. That is,
the interface everywhere rises toward the sea, and a peak does not exist. This
implies that the freshwater flow just above the interface is always in a sea-
ward direction, and there is no reverse flow toward the well. We note how the
pumping creates a capture zone, bounded by a water divide. We also observe
a stagnation point between the well and the sea. The situation is the basis
for the ‘coastal collector technique’, in the form of an array of shallow wells
above the interface, along a line parallel to the coast, mentioned in Sec. 9.4.

Figure 9.2.5b shows a situation in which the well is either sufficiently near
the interface, or is pumping at a sufficiently high rate causing a significant
reduction in freshwater head above interface. As a consequence, a local up-
coning, similar to that demonstrated in Fig. 9.2.4, will develop. As suggested
by (9.2.20), the flow above an interface that rises landward must also be in a
landward direction. Figure 9.2.5b also shows the (three-dimensional) capture
zone of the pumping well. We notice the existence of a stagnation line, which
is a part of the water divide. Figure 9.2.5c shows a similar situation, but
for a phreatic aquifer. Recall that the figure shows a vertical cross-section
through the well normal to the sea. the flow pattern will be different in other
cross-sections.
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Figure 9.2.5: Upconing and freshwater flow in the vicinity of a well pump-
ing above the interface. (a), (b), and (c): Three-dimensional flow. (d) Two
dimensional flow (with a gallery well).

Figure 9.2.5d demonstrates a two-dimensional flow situation, i.e., a gallery
well parallel to the coast, rather than a vertical well with a screened section.
The flow pattern produced by a gallery can also be approximately achieved
by an array of closely spaced wells along a line parallel to coast, such that
their radii of influence overlaps. We note in Fig. 9.2.5d that as long as the
pumping rate (per unit coastline length) is smaller than the freshwater out-
flow rate, the two-dimensional capture zone cannot encroach on the interface,
as a freshwater outflow path must be provided to allow the unpumped por-
tion of freshwater to reach the sea. In the case of three-dimensional flow
(Figs. 9.2.5a–c), a freshwater outflow path is not required at a given cross-
section, as freshwater can flow around the capture zone. The important con-
clusion is that, under a two-dimensional flow situation, as along as there is
a freshwater outflow just above the interface, the latter’s profile must always
be rising toward the sea. In other words, a local upconing with an interface
peak cannot develop, and no salinization of the gallery will occur (at least
under the assumption of a sharp interface). This means that a large part of
the freshwater flowing to the sea can be intercepted and collected, without
the interface rising to the gallery. (In Subs. 9.3.2B, we shall discuss the more
realistic case of upconing with a transition zone.) This type of skimming wells
(see also Sec. 9.4) that distribute the pumping rate over a line or over an area
to avoid concentrated local upconing beneath a point well has been practiced
in Israel (Schmorak and Mercado, 1969), Palestinian territories (Aliewi et al.,
2001), and Pakistan (Saeed and Ashraf, 2005; Saeed, 2008).
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Figure 9.2.6: Nomenclature for integration over the thickness of the freshwater
and the seawater regions, and for boundary conditions.

9.2.4 Essentially horizontal flow model

We continue to assume the existence of a sharp interface, but we introduce
the hydraulic approach, based on the (Dupuit) assumption of essentially hor-
izontal flow. The flow equations are obtained by integrating the 3-D flow
model presented in Subs. 9.2.1, separately for each region, over the vertical
thickness of the respective region. Figure 9.2.6 shows a phreatic aquifer with
three regions: a freshwater region, a freshwater region above the interface,
and a seawater region below the interface.

For the freshwater region above the interface, we integrate (9.2.2) from
the interface at ζ1(x, y, t) to the phreatic surface with accretion, at ζ2(x, y, t).
For the saltwater region, we integrate (9.2.3) from the aquifer’s (impervious)
bottom at ζo(x, y) to the interface, at ζ1(x, y, t). The integration is based on
the Leibnitz rule (Bear, 1979; Bear, 1999; Bear and Bachmat, 1990), which
takes into account the conditions on the (possibly moving) boundaries of
integration (see discussion in Sec. 5.4.1). By integrating (9.2.2) and (9.2.3),
we obtain for the freshwater region above the interface and for the seawater
region below it, respectively,

∫ ζ2

ζ1

(

∇ · qf + Sof
∂hf
∂t

+ Pf

)

dz = ∇′ · Bf ˜q′
f + qf

∣

∣

F2
· ∇F2 − qf

∣

∣

F1
· ∇F1

+Sof

(

Bf
∂˜hf
∂t

+ ˜hf
∂Bf
∂t

+ hf
∣

∣

F2

∂F2

∂t
− hf

∣

∣

F1

∂F1

∂t

)

+Bf˜Pf = 0,(9.2.22)

∫ ζ1

ζo

(

∇ · qs + Sos
∂hs
∂t

+ Ps

)

dz = ∇′ · Bs˜q′
s + qs

∣

∣

F1
· ∇F1 − qs

∣

∣

Fo
· ∇Fo

+Sos

(

Bs
∂˜hs
∂t

+˜hs
∂Bs
∂t

+ hs
∣

∣

F1

∂F1

∂t
− hs

∣

∣

Fo

∂Fo
∂t

)

+Bs˜Ps = 0, (9.2.23)
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in which F2 = z − ζ(x, y, t), F1 = z − ζ1(x, y, t), Fo = z − ζo(x, y, t), ∇′

denotes the gradient operator in the xy-plane, the prime in q′ indicates the
specific discharge vector in the xy-plane, Bf = ζ2− ζ1, Bs = ζ1− ζo, and the
tilde ˜(..) symbol indicates the average over the relevant vertical length. With
hf
∣

∣

F2
� hf

∣

∣

F1
= ˜hf , hs

∣

∣

Fo
� hs

∣

∣

F1
= ˜hs, which expresses the assumption of

essentially horizontal flow in both domains, we obtain for the freshwater and
saltwater domains, respectively,

∇′ · Bf˜q′
f + qf

∣

∣

F2
· ∇F2 − qf

∣

∣

F1
· ∇F1 + SofBf

∂˜hf
∂t

+Bf˜Pf = 0, (9.2.24)

∇′ ·Bs˜q′
s + qs

∣

∣

F1
· ∇F1 − qs

∣

∣

Fo
· ∇Fo + SosBs

∂˜hs
∂t

+Bs˜Ps = 0. (9.2.25)

We now introduce the conditions on the top and bottom bounding surfaces.
On the impervious bottom, Fo(x, y, z) = 0, the condition is

qs
∣

∣

Fo
· ∇Fo = 0. (9.2.26)

On the interface, F1(x, y, z, t) = 0, the condition is obtained from (9.2.9), i.e.,

qf
∣

∣

F1
· ∇F1 ≡ −φ δ ∂

˜hf
∂t

+ φ(1 + δ)
∂˜hs
∂t

= φu · ∇F1 = −φ∂F1

∂t
, (9.2.27)

in which hf |F1 � ˜hf , and hs|F1 �˜hs. The magnitude of the error introduced
by these assumptions depends on the deviation of the actual flow from the
assumed horizontal one in the two domains.

On the phreatic surface, F2(x, y, z, t) = 0, with the accretion rate N =
−N∇z, we obtain

F2(x, y, z, t) ≡ z − ζ2(x, y, t) = z − hf
∣

∣

F2
� z −˜hf = 0, (9.2.28)

qf
∣

∣

F2
· ∇F2 = N · ∇F2 − φeff

∂F2

∂t
= −N + φeff

∂˜hf
∂t

. (9.2.29)

With these conditions, we obtain the flow equations for the two domains,

−∇′ ·Bf ˜q′
f +N −Bf˜Pf = (φeff + SofBf + φ δ)

∂˜hf
∂t
− φ(1 + δ)

∂˜hs
∂t

,

(9.2.30)

−∇′ · Bs˜q′
s −Bs˜Ps = [SosBs + φ(1 + δ)]

∂˜hs
∂t
− φ δ

∂˜hf
∂t

, (9.2.31)

in which we, usually, assume that

BfSof � φeff , BsSos � φ.



612 SEAWATER INTRUSION

Or, in terms of interface and phreatic surface elevations, and with φeff ≈ φ,

−∇′·Q′
f+N−Bf˜Pf = φ

∂(ζ2 − ζ1)
∂t

, Q′
f ≡ Bf˜q′

f = −Bf˜K′
f ·∇˜hf , (9.2.32)

−∇′ ·Q′
s −Bs˜Ps = φ

∂ζ1
∂t

, Q′
s ≡ Bs˜q′

s = −Bs˜K′
s · ∇˜hs, (9.2.33)

ζ2 = ˜hf , ζ1 = (1 + δ)˜hs − δ˜hf . (9.2.34)

For a confined aquifer, we delete N in (9.2.32), and note that ∂ζ2/∂t ≡ 0.
Since we have assumed ‘essentially horizontal flow’, the flow domain, for

which we have to solve (9.2.24) and (9.2.25) for ˜hf and ˜hs, is bounded by
vertical surfaces that pass: (a) through the toe of the interface (point G in
Fig. 9.2.6), and (b) through the coast. To complete the delineation of the
considered aquifer domain, we add type (c) vertical surfaces . Appropriate
boundary conditions have to be specified on all these boundaries. The condi-
tions on type (c) surfaces are the common ones (of specified flux, or specified
head), and need not be elaborated here. Along the boundary of type (b),
the considered freshwater domain becomes an aquifer without the seawater
wedge, i.e., ζ1 ≡ ζo, F1 ≡ Fo. In the case of a phreatic aquifer, (9.2.24)
reduces to (Bear, 1979)

−∇′ ·Bf˜q′
f +N −Bf˜Pf = (φeff + SofBf )

∂˜hf
∂t

, (9.2.35)

in which we usually neglect the effect of elastic storativity, as it is much
smaller than the specific yield, denoted here as φeff . As the interface ad-
vances or retreats, this boundary, between the two aquifer freshwater do-
mains, is also moving. On the common boundary (DG), we have to maintain
the same piezometric head and the same normal flux. On the surface that
passes through the coastline, we have two parts: the freshwater part, CB, and
the seawater one, BA. The boundary between these two parts (point B) is
not fixed, but moves as the interface advances or retreats. For the freshwater
portion, we assume (Bear, 1979) that the aquifer subdomain BCM acts as a
resistance to the flow, so that across it the head on BC is reduced to that
dictated by the sea level. This condition is expressed as

Qfo =
˜hf
∣

∣

BC

Resist.
= −KfBC

∂˜hf
∂x

∣

∣

∣

BC

, (9.2.36)

or
˜hf
α

+BC
∂˜hf
∂x

= 0, on BC , (9.2.37)

where α is a coefficient. The above equation is a third type boundary condi-
tion. A similar condition, but with a different coefficient, can be written for
the seawater portion of this boundary (AB).
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Note that at no point in the development of the flow equations presented
above, say (9.2.30) and (9.2.31), and the corresponding boundary conditions,
we made use of the Ghyben-Herzberg approximation (9.2.21), which corre-
sponds to steady flow with a stationary interface, and hs = const., hf = ˜hf .
Instead, we have used the relationship (9.2.6), based only on the no-jump in
pressure as the interface is approached from both sides.

A number of examples of analytical solutions of the above equations in
simple cases is presented in the next subsection.

9.2.5 Some analytical solutions for stationary interface

We consider a number of simple examples to demonstrate the shape of the
(assumed) sharp interface and the relationship that exists between the extent
of seawater intrusion and the flow of freshwater to the sea. This relationship
underlies all aquifer management decisions that aim at a sustainable yield of
a coastal aquifer. In all examples, the aquifer’s bottom is horizontal, the flow
is assumed to be everywhere perpendicular to the coastline, with a stationary
interface, i.e., steady flow. This means that freshwater is moving, but seawater
is stationary. We also assume that the geometry of the freshwater flow domain
above the interface (= seawater wedge of length L) is such that the Dupuit
assumption of essentially horizontal flow is valid (and, equivalently, so is the
Ghyben-Herzberg approximation).

A. Interface in a confined aquifer

Figure 9.2.7a shows a cross-section of a confined aquifer of constant thickness
B(� L). Let the interface toe (point G) be located at the origin x = 0. The
seaward freshwater flow at this point is Qfo; it is the difference between the
total inflow to the aquifer through its right-side boundary and the pumping
from the aquifer in the coastal aquifer strip to the right of point G. As sug-
gested above, we assume that the Dupuit assumption of essentially horizontal
flow is valid for the freshwater domain above the interface.

For this (one-dimensional) case, the freshwater flow equation reduces to

dQf
dx
≡ d

dx

[

−Kfη(x)
dhf (x)
dx

]

= 0, (9.2.38)

or

−Kf η(x)
dhf (x)
dx

= const. = Q
∣

∣

∣

x=0
= Qfo, (9.2.39)

where η is the thickness of freshwater above the saltwater wedge (see
Fig. 9.2.7a). Based on the Ghyben-Herzberg approximation, we can express
the freshwater head as

hf =
η + b

δ
. (9.2.40)

Using the above expression in (9.2.39), we can easily obtain
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Figure 9.2.7: Stationary interface derived by the Dupuit (Ghyben-Herzberg)
approximation.

η2 =
2δQfo
Kf

(L− x). (9.2.41)

In the above, we have used the boundary condition η = 0 at x = L. Equation
(9.2.41) shows that the interface has the shape of a parabola. Using the
condition η = B at x = 0, we obtain from (9.2.41)

B2 =
2δQfo
Kf

L. (9.2.42)

This equation clearly shows the relationship between the length of the sea-
water wedge, L, and the discharge of freshwater to the sea, Qfo. As Qfo in-
creases, L decreases. This means that within the framework of coastal aquifer
management, the extent of seawater intrusion, expressed by L, is a decision
variable; it is controlled by controlling Qfo, or, alternatively, by controlling
the recharge and/or pumping in the coastal aquifer strip.

B. Interface in a phreatic aquifer

This case is shown in Fig. 9.2.7b. The aquifer is uniformly replenished, say,
from precipitation, at the rate N . Again, assuming essentially horizontal flow,
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Figure 9.2.8: Interface in an oceanic island.

the flow equation takes the form

−dQf
dx

+N ≡ − d

dx

[

−Kf (hf (x) + η(x))
dhf
dx

]

+N = 0. (9.2.43)

Substituting hf = η/δ into the above and integrating, noting that Qf = Qfo
at x = 0, we obtain

η2 −B2 = − δ2

Kf (1 + δ)
(2Qfo +Nx)x. (9.2.44)

When the recharge is zero, N = 0, the interface shape is parabolic. Using the
boundary condition, η = 0 at x = L, in (9.2.44), we obtain,

B2 =
δ2

Kf (1 + δ)
(2Qfo +NL)L. (9.2.45)

In the above, we observe a relationship among L, Qfo, and N . Hence, the
intrusion distance, L, can be controlled by the outflow rate, Qfo, as well as
by the rate of artificial recharge, N .

C. Interface in an oceanic island

We consider the stationary interface in a circular oceanic island of radius
R, with accretion, N (Fig. 9.2.8). As in the previous examples, we assume
that the freshwater flow above the (assumed) sharp interface is essentially
horizontal, so that the Dupuit assumption is applicable (and so is the Ghyben-
Herzberg approximation). The freshwater flow is described by

−dQf
dr

+ 2πrN = 0, (9.2.46)

where
Qf = −2πrK(hf + η)

dhf
dr

. (9.2.47)
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Figure 9.2.9: Nomenclature for Strack’s potential for a phreatic aquifer.

Again, Ghyben-Herzberg approximation gives hf = η/δ. By integration from
η at r to η = 0 at r = R, we obtain the elliptic shape of the interface,
described by

η2 =
Nδ2(R2 − r2)

2K(1 + δ)
. (9.2.48)

D. Strack’s solution

Whether a coastal aquifer is phreatic or confined, we can distinguish in it two
freshwater zones: a freshwater only zone, and a freshwater-saltwater zone,
separated by a (possibly moving) interface. We shall denote these zones as
zone II and I, respectively (see Fig. 9.2.9). Assuming essentially horizontal
flow in both zones, i.e., the Dupuit assumption is valid, it is easy to write the
model describing the flow in each of these zones, with the piezometric head
in each zone as the state variable to be solved for. On the common boundary,
we require the continuity of both the piezometric head and the flux.

Strack (1976) developed a model that describes the freshwater flow in
both zones, using a harmonic potential (i.e., one that satisfies the Laplace
equation) as the single variable of state for both zones. This potential is
continuous across the boundary between the two zones. Figure 9.2.9 shows
the case of a phreatic aquifer. Strack (1976) presents also the case of a confined
aquifer.

For the flow in zone I (phreatic flow above the interface), Strack’s potential,
ϕ, is defined as:

ϕ =
1
2

(hf + η)hf =
1
2

(1 + δ)h2
f , (9.2.49)

Q′ = −K (hf + η)∇′hf = −K∇ϕ, (9.2.50)

where symbols are explained in Fig. 9.2.9, and Q′ is the freshwater discharge
per unit aquifer width, through the entire thickness of the aquifer.

For the flow in zone II (freshwater only zone), Strack introduces the po-
tential
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ϕ =
1
2

[

(hf +B)2 − 1 + δ

δ
B2

]

, (9.2.51)

Q′ = −K(hf +B)∇′hf = −K∇ϕ. (9.2.52)

At point G (= interface ‘toe’), B = hfδ, and the two values of ϕ, defined by
(9.2.49) and (9.2.51), become identical,

ϕ = ϕtoe =
(1 + δ)B2

2δ2
. (9.2.53)

Also the flows at this point, when approached from both sides, become iden-
tical. Since, for the steady flow considered here, ∇ ·Q′ = 0 in each zone, we
obtain

∂2ϕ

∂x2
+
∂2ϕ

∂y2
= 0, (9.2.54)

which means that Strack’s potentials, ϕ, are harmonic functions in the re-
spective zones. In fact, as the potentials and their derivatives are continuous
across the zone’s boundary, they become a single function that satisfies the
Laplace equation in the combined zone (zone I and II). The saltwater intru-
sion problem can be solved as one with a single potential in a single zone.
Once the potential ϕ is solved for, the location of the toe is defined by the
equipotential line whose value is given by (9.2.53).

Strack (1976) demonstrates the application of Strack’s potential by con-
sidering the case of a well located at a distance xw from a coast that has
the shape of a straight line (Fig. 9.2.10). The well is pumping at a rate
Qw = const., which is superimposed on a uniform freshwater flow at a spe-
cific discharge Q′

o (= discharge per unit width through the entire thickness
of the aquifer) perpendicular to the coast. The solution of this problem can
be obtained by superposition, and by the method of images. The derived
potential is then (Strack, 1976)

ϕ =
Q′
o

K
x+

Qw
4πK

ln
(x− xw)2 + y2

(x+ xw)2 + y2
. (9.2.55)

It is easy to verify that along the coastline, x = 0, the potential ϕ is zero,
and that Q′ = Q′

o as x→∞.
The equation describing the toe of the interface in the xy-plane can now

be obtained by setting ϕ in (9.2.55) to the value of (9.2.53):

(1 + δ)B2

2δ2
=

Q′
o

K
x+

Qw
4πK

ln
(x − xw)2 + y2

(x + xw)2 + y2
. (9.2.56)

This equation defines the trajectory of the toe location. In Fig. 9.2.10, several
such toe locations, corresponding to different pumping rates, are plotted.
First, we notice that when there is no pumping, Qw = 0, the toe location
is a straight line parallel to the coast, at a distance xo, as determined from
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Figure 9.2.10: Locations of the toe of the saltwater wedge corresponding to
different pumping rates of a single well near the coast.

(9.2.56)

xo =
(1 + δ)B2K

2δ2Q′
o

. (9.2.57)

As Qw increases, the toe of the interface advances inland toward the well.
The figure shows several profiles of the advancing interface, marked as Qw <
Qc. As learned from the solution for a pumping well, surrounding such well
there exists a cone of depression where the potential is low, and can even be
negative (i.e., below sea level). A low potential value means that saltwater
can exist below the freshwater. Hence, (9.2.56) has a second possible solution
for the toe, delineated by the grey curves in Fig. 9.2.10, corresponding to
different pumping rates. Such regions, however, are protected from seawater
intrusion because there exists a higher potential region between the well and
the coast that serves as a barrier to seawater intrusion. This situation can be
noted on the cross-sectional view along the axis y = 0, marked as interface 1
and phreatic surface 1 in Fig. 9.2.11. The peak of the groundwater mound,
marked as point B1, is located at the distance xs to coast:

xs = xw

√

1− Qw
πQ′

oxw
. (9.2.58)
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Figure 9.2.11: Vertical cross-sectional view of the interface along y = 0.

This point is a stagnation point, or groundwater divide: left of B1, the flow is
to the sea, while to the right of B1, the flow is to the well.

As the pumping rate continues to increase, a critical situation is reached,
at which that the toe location forms a wedge and touches the low potential
zone surrounding the well. This situation is marked by the curve correspond-
ing to Qw = Qc in Fig. 9.2.10, and interface 2 in Fig. 9.2.11. At this critical
situation, the toe location along the y = 0 axis, xG, coincides with the stagna-
tion distance, xs (Fig. 9.2.11). Hence, from (9.2.56) with y = 0, and (9.2.58),
we obtain

(1 + δ)B2K

2δ2Q′
o xw

=

√

1− Q∗
c

π
+
Q∗
c

2π
ln

⎛

⎝

1−
√

1− Q∗
c

π

1 +
√

1− Q∗
c

π

⎞

⎠ , (9.2.59)

where
Q∗
c =

Qc
Q′
o xw

. (9.2.60)

By finding the root of the algebraic equation (9.2.59), we can solve for the
critical pumping rate, Qc. When the pumping rate exceeds this critical value,
Qw > Qc, these two low potential zones become connected, and the saltwater
invades a large region surrounding the well, as shown in Figs. 9.2.10 and
9.2.11. Figure 9.2.12 shows a three-dimensional perspective of the interface
before and after the invasion of the well by seawater.

E. Upconing

Bear and Dagan (1964b) and Yih (1964) presented analytical solutions of
upconing for steady, two-dimensional (vertical plane) domain (i.e., well ≡
horizontal drain, or gallery well), in the absence of seaward flow, by the
hodograph method . These, and additional steady state approximate models
for the estimation of upconing, are presented in Bear (1979). Dagan and Bear
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Figure 9.2.12: Saltwater-freshwater interface due to uniform flow and a pump-
ing well near the coast. (a) Qw < Qc; (b) Qw > Qc.

(1968) presented a solution for time dependent interface upconing, using the
method of small perturbations. This approach is limited to relatively small
interface rises, e.g., less than 1/3 the distance from the initial interface to the
well (sink). The solution is also summarized in Bear (1979).

9.2.6 Multilayered aquifers

Often, the coastal aquifer is made up of a number of sub-aquifers separated
by impervious, and/or semi-pervious layers that extend from some distance
seaward of the coast up to some distance landward of it. When these sub-
aquifers are open to the sea, they enable freshwater discharge to the sea. A
seawater wedge may encroach each of the sub-aquifers that are hydraulically
connected to the sea, the extent of the intruding wedge depending on the rate
of freshwater flow to the sea in that sub-aquifer, on the aquifer’s hydraulic
conductivity, and on the geometry of the sub-aquifer. Figures 9.1.2b and 9.3.1
show examples of a two-layered aquifer separated by a semipervious layer,
showing transition zones (Sec. 9.3) between fresh and saltwater.

9.3 Transition Zone Modeling

As already mentioned in Sec. 9.1, the coastal aquifer domain, occupied by
seawater, and the inland aquifer domain, occupied by freshwater, are sepa-
rated by a transition zone. This is a consequence of the fact that the two
(so-called ‘miscible’) liquids are actually a single liquid—water—with differ-
ent concentrations of dissolved salts.

The width of the transition zone is dictated by three phenomena:

• Advection of water—fresh and mixed—towards the sea (or, under certain
conditions, landward).
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Figure 9.3.1: Transitions zone in a multilayered coastal aquifer with a
semipervious layer.

• Recirculation of seawater and mixed water.
• Hydrodynamic dispersion (dispersion and molecular diffusion).

Hydrodynamic dispersion is discussed in Subs. 7.1.4, and need not be
repeated here. Suffice it to summarize that a transition zone exists; across it,
the salinity of the water varies from that of freshwater to that of seawater.
The width of this zone grows as it is being displaced in response to changes
in the flow regime and in the discharge of water to the sea. The transition
zone is also fed by a flux of salt from the seawater zone.

9.3.1 Variable density model

Figure 9.3.2 shows a phreatic coastal aquifer with a transition zone between
seawater and freshwater. The considered flow domain is ABCDEMFA. Ba-
sically, the mathematical model describing seawater intrusion in a coastal
aquifer consists of:

(a) Mass balance equation for the water (= salt solution).
(b) Flux equation (e.g., Darcy’s law) for the water.
(c) Mass balance equation for the dissolved salts.
(d) Flux equation for the dissolved salts.

The first two equations, often combined into a single flow equation for the
water, are discussed in Chaps. 4 and 5. The last two equations, which can
be combined to form a single mass balance equation for the dissolved salts,
are discussed in Chap. 7. However, in these three chapters, we focussed our
attention on the case in which the liquid’s density remains unchanged (or
approximately so). Here, we intend to construct a complete variable density
flow and solute transport model. The solution of such model will provide the
shape and position of the transition zone between freshwater and seawater
in a coastal aquifer.
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Figure 9.3.2: The transition zone with upconing in a simplified vertical cross
section of a coastal aquifer.

In addition to the four equations listed above, the complete model requires
appropriate initial and boundary conditions.

Although, in principle, the flow part of the variable density model can
be written in terms of pressure, p, as a state variable, a more (numerically)
efficient model is obtained by expressing the flow model in terms of a reference
piezometric head.

Accordingly, following Bear and Zhou (2006), we introduce a reference
piezometric head, h′(x, y, z, t), associated with a reference water density. We
often select the density of freshwater, ρf as a reference density, so that the
reference head is defined as

h′ = z +
p

ρf g
, (9.3.1)

in which z and g denote the vertical coordinate and gravity acceleration.

A. Density and viscosity

To enable the use of the variable density mathematical model, beyond the case
of seawater intrusion, discussed here, we consider TDS (= Total Dissolved
Solids) in the range where the volume of water may vary with concentration.
To facilitate the discussion, we introduce a normalized salt mass fraction, C,
defined by

C =
ω − ωf
ωs − ωf

, 0 ≤ C ≤ 1.0, (9.3.2)

in which ω, ωs and ωf denote the salt (or TDS) mass fraction in water, in
seawater, and in freshwater, respectively, with the latter serving as a reference
mass fraction. Note that c ≡ ωρ, with c denoting the TDS concentration (=
mass of TDS per unit volume of fluid).

The constitutive equation that expresses the relationship, ρ = ρ(p, c), be-
tween the fluid density, ρ, the pressure, p, and the salt mass fraction, ω (=
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mass of dissolved salt per unit mass of fluid), under isothermal conditions, is

ρ = ρo exp
[

β′
p(p− po) + β′

ω(ω − ωo)
]

, (9.3.3)

where ρo, po, and ωo are reference values of density, pressure and salt mass
fraction, respectively, β′

p (= (1/ρ)∂ρ/∂p) is the coefficient of water compress-
ibility (at constant salt concentration), and β′

ω (= (1/ρ)∂ρ/∂ω) is a coefficient
that introduces the effect of change in salt mass fraction on the fluid’s den-
sity (at constant pressure). Usually, we select ωo = ωf , i.e., equal to the mass
fraction of freshwater. The reference pressure is such that for freshwater at
p = po and ω = ωo, the density is ρo = ρf , i.e., the density of freshwater is
selected as a reference density.

The linearized approximation of (9.3.3) is

ρ = ρo
[

1 + β′′
p (p− po) + β′′

ω(ω − ωo)
]

, (9.3.4)

where β′′
p = (1/ρo)∂ρ/∂p, and β′′

ω = (1/ρo)∂ρ/∂ω. In what follows, we shall
assume that for the range of pressures considered here, β′′

ω|Δω| � β′′
p |Δp|, so

that we may employ the approximation:

ρ = ρf (1 + βcC), βc ≡ β′′
ω(ωs − ωf ), (9.3.5)

where βc may be referred to as a density difference factor (dimensionless). In
spite of the above assumption, we do take into account the effect of pressure
in the expression for the specific storativity appearing in the mass balance
equation (5.1.54).

To obtain the effect of concentration on the fluid’s dynamic viscosity, we
use the constitutive relationship for dynamic viscosity in the form (Lever and
Jackson, 1985)

μ = μfo μr = μfo
(

1 + 1.85ω− 4.1ω2 + 44.50ω3
)

, (9.3.6)

in which the viscosity, μfo, corresponds to ω = 0, and μr = μ/μfo is the
relative viscosity.

B. Darcy’s law

The specific discharge relative to the solid, qr , is expressed by Darcy’s law
(4.2.5), rewritten here for convenience in the form

qr ≡ φ(V −Vs) = − k

μ
· (∇p + ρg∇z), (9.3.7)

in which V and Vs denote the velocity vectors of the water and of the solid
matrix, respectively, φ denotes the porosity, the second rank tensor, k, denotes
the permeability, and qr denotes the specific discharge vector, relative to the
solid matrix. We usually assume, also here, that Vs ≈ 0, and, therefore,
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qr ≈ q. In terms of h′ and C, Darcy’s law can be rewritten in the form

q = −Kf

μr
(∇h′ + βcC∇z) , Kf =

ρf gk

μf
, (9.3.8)

with Kf denoting the hydraulic conductivity with respect to the reference
density and viscosity (of the freshwater).

C. Mass balance equation for the water

The basic mass balance equation is (5.1.7). Let us rewrite this equation (a)
without neglecting the dispersive flux of the total fluid mass, φJ∗ρ, and (b)
replacing the source term ρΓm by ρRQR − ρQP . We obtain

∂

∂t
(φρ) = −∇ · (ρq + φJ∗ρ) + ρRQR − ρQP , (9.3.9)

in which
φJ∗ρ ≡ −φD · ∇ρ = −φρfβcD · ∇C, (9.3.10)

is the dispersive flux of the total mass, with D, a second rank symmetric
tensor, denoting the coefficient of hydrodynamic dispersion (dims. L2/T),
QR and QP denoting, symbolically, the rates of injection of water into and
withdrawal of water from the aquifer (dims. 1/T), and ρR denoting the density
of the injected water. When water is withdrawn and injected through (point)
wells, the source terms in (9.3.9) may, symbolically, be written as

ρRQR =
∑

m

ρRmQRm(t) δ(x− xm), (9.3.11)

ρQP =
∑

m

ρmQPm(t) δ(x− xm), (9.3.12)

in which QRm and ρRm are the injection rate, and the density of the water
injected through a well at point xm, respectively, QPm and ρm are the with-
drawal rate and density of the water withdrawn through a well at point xm,
and δ denotes the Dirac delta function.

A few comments are given below on the fact that (9.3.9) includes a term
that expresses the dispersive flux of the total fluid mass. In the case of a fluid
of variable density, significant density gradients may develop. For example,
it is possible that a rather narrow transition zone will develop, with a rela-
tively large density gradient across it, such that with flow that is more or less
normal to such a gradient, significant lateral dispersion may take place. Bear
and Bachmat (1990, p. 290) presented and discussed a method, using appro-
priate Peclet numbers (that define the ratio between advective and dispersive
fluxes), for examining the conditions under which the dispersive flux of the
total mass may be neglected as being much smaller than the advective one.
Note that there is no diffusive flux of the total dissolved mass. In the case of
seawater intrusion, we may encounter a rather narrow transition zone, with
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flow parallel to it. The appropriate Peclet number may be less than or not
much larger than one, so that we cannot conclude, a priori, that advection
dominates over dispersion.

In view of the relationship ρ = ρ(p, C), we make use of (9.3.8) and (9.3.10)
to modify (9.3.9), rewriting it in terms of the reference piezometric head, h′,
and the normalized mass fraction, C, in the form:

So
∂h′

∂t
+ φβc

ρ

ρf

∂C

∂t
= ∇ ·

[

(1 + βcC)
μr

Kf · (∇h′ + βcC∇z) + φβcD · ∇C
]

+
ρR

ρf
QR − (1 + βcC)QP , (9.3.13)

in which So, defined by (5.1.75), denotes the aquifer’s specific storativity.

D. Mass balance equation for the dissolved salt

For water of variable density, the general mass balance equation for the total
dissolved solids (TDS) in the water can be written in the form

∂φρω

∂t
= −∇ · (ρωq− φρDh · ∇ω) + ρRωRQR − ρωQP , (9.3.14)

in which Dh denotes the coefficient of hydrodynamic dispersion (a second
rank symmetric tensor), Dh = D + D∗, and D∗ denotes the coefficient of
molecular diffusion in a porous medium. These coefficients are defined and
discussed in Subs. 7.1.3 through 7.1.6.

The salt transport equation, (9.3.14) can be written in terms of the nor-
malized mass fraction, C, with ωf = 0, in the form (Bear, 1999; Zhou et al.,
2005)

∂φρC

∂t
= −∇(ρCq− φρDh · ∇C) + ρRCRQR − ρCQP . (9.3.15)

Recalling that the flux q is related to h′ and C by (9.3.8), and noting the
dependence of ρ on c (hence on C) and on p (hence on h′), the description
of seawater intrusion as a variable density problem, i.e., as a transition zone
one, is obtained by the simultaneous solution of the two equations: (9.3.13)
and (9.3.15), for the two primary variables h′ and C.

D. Initial and boundary conditions

Figure 9.3.2 shows the boundaries of the flow domain, ABCDEMFA, in a
seawater intrusion (= variable density flow and salt transport) problem:

The initial conditions are

h′ = hfo(x, y, z, 0), C = Co(x, y, z, 0), (9.3.16)

where hfo and Co are known distributions.
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For the flow equation, (9.3.13), neglecting the dispersive flux of the total
fluid mass, the following boundary conditions are assigned on the various
segments comprising the boundary of the flow domain:

• On AB (impervious bottom):

qn = q · n = 0. (9.3.17)

• On BC (lateral boundary on land side)

h′ = hfp(x, y, z, t), or qn = qnp(x, y, z, t). (9.3.18)

• On CD (phreatic surface)

ρqn = −ρNNnz +
(φρ− θwoρN)
|∇F |

∂h′

∂t
. (9.3.19)

• On DE (seepage face)
h′ = ζDE . (9.3.20)

• On EF (sea bottom)
h′ = βchsea. (9.3.21)

• On FA (sea side boundary)

h′ = βcHF A. (9.3.22)

In these conditions, hfp is the prescribed reference head on a Dirichlet-
type boundary, qnp is the prescribed fluid flux on a second-type boundary,
n(= ∇F/|∇F |) is the outward normal unit vector on a boundary represented
as F = F (x, y, z, t), with nx, ny, nz denoting components of n in three dimen-
sions, F (x, y, z, t) ≡ h′ − z = 0 represents the shape of the phreatic surface,
N · n ≡ −Nnz denotes the rate of replenishment, ρN is the density of the
replenishment, θwo is the irreducible water content assumed to prevail in the
unsaturated zone, above the phreatic surface, ζDE is the elevation of a point
on the seepage face, above sea level, and Hsea and HF A are the depth of sea-
water at a point on the sea bottom and on the sea-side lateral boundaries,
respectively. If we wish to take into account the dispersive flux of the fluid’s
mass, we replace ρq by ρq− φρβcD · ∇C.

The boundary conditions for the salt balance equation, (9.3.15), are:

• On AB and DE

qn,disp ≡ φJdisp · n = φDh · ∇C = 0. (9.3.23)

• On BC
C = 0. (9.3.24)

• On CD
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qn,disp = −
(

ρN

ρ
C − CN

)(

Nnz +
θwo
|∇F |

∂h′

∂t

)

, (9.3.25)

where qn,disp is the hydrodynamic dispersive flux normal to a 2nd- or
3rd-type boundary, and CN is the normalized mass fraction of the replen-
ishment water.

• On FA
C = 1.0. (9.3.26)

• On EF, the sea bottom boundary, we may have either only landward flow
from the sea, in which case the condition there is the same as on FA, or
we may have both an inflow portion, MF, and an outflow portion, EM,
separated by a point with zero-normal fluid flux.

• On MF, the inflow portion, we usually employ either a third-type condition

qn,disp = −Dh · ∇C = (1.0− C)qn, (9.3.27)

or a Dirichlet condition C = 1.0, as (9.3.26).
• On EM, the outflow portion, the assumption is usually made that the

fluid’s concentrations are identical (i.e., continuous) on both sides of this
boundary. Since the fluid fluxes are also identical, the condition becomes
a second-type condition,

qn,disp ≡ −Dh · ∇C = 0. (9.3.28)

The (moving) point M, between the inflow and outflow portions of the
boundary, is a priori unknown. In a numerical solution, during each iteration,
we check whether flow along the sea bottom is directed inward or outward,
and then assign the appropriate boundary condition accordingly.

We note an inconsistency in the salt mass fraction specified on the sea
bottom segment EM, between the flow boundary condition (based on the
assumption of hydrostatic pressure of seawater on the sea side of EM) and
the transport boundary condition (based on the assumption of equality of
mass fraction (C < 1)). As a consequence, a large error in the salt mass
balance may occur in a numerical simulation, when such an inconsistency
occurs in the specified flow and transport boundary conditions. To overcome
this inconsistency, we may assume the presence of a buffer zone on the sea
bottom, which contains outflowing water. We then take the density of this
water into account when determining the head condition on this boundary.
Iterations may be required in a numerical solution. The thickness of this
buffer zone is a calibration parameter.

Altogether, the variable density flow and transport model presented above
requires the simultaneous solution of two nonlinear equations. Obviously,
no analytical solution is possible. A numerical solution is needed, using an
appropriate computer program. A number of such programs have been de-
veloped, and reviewed in the literature (see Bear et al., 1999, and Cheng and
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Ouazar, 2004), such as FEFLOW (Diersch, 1988), MOCDENSE (Sanford
and Konikow, 1985), SUTRA (Voss, 1984; Voss and Souza, 1987), SEAWAT
(Langevin et al., 2003, 2004), DSTRAM (Huyakorn et al., 1987), CODESA-
3D (Galeati et al., 1992; Putti and Paniconi, 1995), and SWIFT (Ward et al.,
1984; Ma et al., 1997).

Some codes applicable to seawater intrusion problems are briefly reviewed
in Sec. 8.8. However, in this chapter, we shall mention two examples solved
by using a computer code called FEAS (a Finite Element Aquifer Simulator)
which has been successfully used for a number of practical modeling projects
in the coastal aquifer in Israel (Zhou, 1999; Bensabat et al., 2000; Zhou et al.,
2001; Zhou et al., 2005).

9.3.2 Examples

Following are two examples of solutions of seawater intrusion problems as
variable density flow and transport ones, using the FEAS code. The detailed
discussions, the numerical model, and the computer program are discussed
in Bear and Zhou (2006).

A. A typical case of seawater intrusion

This example involves the simulation of a seawater wedge under natural equi-
librium conditions, and seawater intrusion under pumping conditions in a
phreatic aquifer. The aquifer strip is 11 km long (AB in Fig. 9.3.2), and 1 km
wide (perpendicular to the cross-sectional view). The aquifer bottom is of a
constant slope of 0.8%, varying from 20 m below sea level at the land-side
boundary (B in Fig. 9.3.2), to 100 m at the coast (below E), and further to
108 m at A. The sea bottom, EF, has a slope of 5%. Under natural equi-
librium conditions, a freshwater flux of 0.015 m/d enters the aquifer at its
land-side boundary, BC, and the rate of natural replenishment is 0.1 m/yr.
The aquifer is homogeneous and isotropic, with a hydraulic conductivity of
30 m/d and a porosity of 0.2. The longitudinal dispersivity is 10 m and the
transversal dispersivity is 1 m. Three wells, located along the centerline of the
domain’s width at distances of 5,000, 7,000, and 9,000 m from the coastline,
pump, when active, a total of one third of the total natural replenishment.

The aquifer bottom (AB) is assumed to be impervious to both flow and so-
lute transport. The vertical, sea-side boundary (AF) and the sea bottom (FE)
are assumed to be at hydrostatic pressure imposed by seawater. For trans-
port, the mass fraction of freshwater is specified at the land-side boundary
(BC), and the mass fraction of seawater is specified at the vertical, sea-side
boundary (AF). On the sea bottom (FE), a mixed-type boundary condition
is specified. This type of condition is automatically switched from the first-
type condition (9.3.26) to the second-type condition of zero dispersive flux,
(9.3.28), depending on the direction of the normal groundwater flux.

To obtain the equilibrium situation without pumping, the model is run
with the initial condition of an arbitrary phreatic surface, and with freshwater
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(b) Steady State Under Pumping
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Figure 9.3.3: Numerical solution for the transition zone in a vertical cross-
section of a coastal aquifer (Bear and Zhou, 2006). (a) Steady state (no
pumping). (b) With pumping. The upper diagram shows the flow pattern
with equipotential lines (solid lines) and streamlines (dashed lines). The lower
diagram shows the contour lines of salt mass fraction. (Figure courtesy of Q.
Zhou.)

concentration on the land side and the seawater concentration on the sea side,
separated by a vertical sharp interface. This model is run until a steady state
seawater wedge (= transition zone) is established. This steady state, shown
in Fig. 9.3.3(a) can be used as initial conditions for any other runs with a
non-stationary interface produced by pumping. The figure shows the flow
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pattern (upper diagram) and the salt mass fraction (lower diagram) at the
cross section along the centerline. Note that these figures show only part of
the investigated aquifer.

With the total freshwater discharged to the sea, the seawater wedge is
formed in a region within approximately 610 m from the coast. The freshwa-
ter zone receives freshwater from the land-side boundary and from natural
replenishment, producing a seaward freshwater flow over the seawater wedge.
Within the seawater wedge, a recirculating seawater flow develops. Seawater
fills the wedge primarily from the sea bottom, and is swept away back to the
sea within the transition zone. As demonstrated by the streamlines, the fresh-
water and seawater flow originating from their respective zones, are separated
(sharply) by a ‘separation streamline’, which is the envelope of all streamlines
originating at the sea. The starting point of this separation streamline at the
aquifer bottom is referred to as the ‘toe’ of the interface. This term is usually
used in sharp interface models. At the toe of the separation streamline, the
contrast in the horizontal hydraulic gradient between the seaward freshwater
flow and the landward seawater flow is balanced, and the entire system is in
a condition of equilibrium.

Unlike the ‘sharp interface approximation’ discussed earlier, in the more
realistic model considered here, a rather wide transition zone occurs between
the seawater and the freshwater domains, because of hydrodynamic disper-
sion. Across this zone, the salt mass fraction varies from that of seawater to
that of freshwater. The shape and width of the transition zone depend on
both the flow field and on (the velocity-dependent) dispersion. We note that
the 50% salt mass fraction contour is not close to the separation streamline,
which may be considered as equivalent to the sharp interface in the case of
no dispersion.

The equilibrium condition described above is then taken as the initial con-
ditions for the case with pumping. Figure 9.3.3(b) shows the steady state
flow pattern (upper diagram) and salt mass fraction (lower diagram) for the
case with pumping. As shown in the figure, by pumping freshwater far away
from the coast, the elevations of the phreatic surface are lowered. The low-
ered freshwater hydraulic head in the seawater wedge disturbs the natural
equilibrium conditions, inducing further seawater movement into the coastal
aquifer. The seawater intrusion starts from the toe of the separation stream-
line at the aquifer bottom, where the reference head on the sea side of the
seawater wedge is higher than on the inland side, lowered by pumping. The
landward gradient of reference head leads to seawater intrusion. Once the sea-
water has advances landward, the seawater that invades the expanded wedge
moves upward along the advancing separation streamline. The upward sea-
water movement results in a higher salt mass fraction in the overlying zone,
above the already invaded zone. Meanwhile, dispersion also induces an in-
crease in the salt mass fraction in this zone. Both advection and dispersion
contribute to the widening of the intruding seawater wedge in the vertical
direction. The higher salt mass fraction and wider transition zone gradually
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increases the reference head in the expanded intruding wedge. Meanwhile,
the intruding wedge also changes the reference head of the freshwater zone in
contact with it by reducing the cross-sectional area for freshwater flow to the
sea, and by reducing the reference head immediately inland of the seawater
wedge. As a result, a further landward movement of seawater occurs. The
speed of seawater intrusion is fast immediately after the initiation of the dis-
turbance caused by pumping. With the intruding seawater wedge becoming
wider and extending farther landward, the landward gradient of the reference
head on the sea side of the wedge becomes smaller, and seawater intrusion
is slowed down. A new equilibrium is finally reached by the contrast in the
reduced landward freshwater flow and the recirculating seawater flow.

As shown in Fig. 9.3.3(a) and (b), the seawater wedge changes from 610 m
to 860 m from the coast by pumping a third of the total freshwater discharge.
The water table at the land-side boundary is lowered from 10.0 m above the
sea level to 6.4 m.

After shutting off pumping, the seawater wedge slowly retreats. However,
the recovery process is relatively slow. In the case considered here, after 13
years, the transition zone is only approximately halfway between the initial
equilibrium state under pumping conditions and that under natural equilib-
rium conditions without pumping.

B. Upconing

This example involves the simulation of regional seawater intrusion in a con-
fined aquifer, combined with a local upconing of the transition zone. The
aquifer strip is 4,000 m long perpendicular to the coast, with 1,000 m of it
extending from the coast to the sea. It is 1,000 m wide parallel to the coast,
and 200 m thick. The aquifer top and bottom are horizontal. The sea bottom
has a slope of 5%. An inflow flux of 0.05 m/d takes place through the ver-
tical land-side boundary, whereas the vertical sea-side boundary and the sea
bottom are assumed to be at the hydrostatic pressure of seawater. For trans-
port, the salt mass fraction is 0 and 1 at the land-side and sea-side boundary,
respectively. Like in example A above, a mixed-type boundary condition is
specified at the sea bottom. A hydraulic conductivity of 30 m/d and a poros-
ity of 0.2 are used for this confined aquifer. The longitudinal and transversal
dispersivities are 10 m and 1 m, respectively.

Figure 9.3.4 shows the result of the simulation, using FEAS (Bear and
Zhou, 2006). Only a part of the total simulated domain is shown. In
Fig. 9.3.4(b), the initial (without pumping) steady state seawater wedge is
shown as the dashed line marking the 0.5 mass fraction. We observe a wide
transition zone between the dashed lines marking the 0.1 and 0.9 mass frac-
tion, and a toe located at about 1,080 m.

A pumping well is installed above the transition zone at x = 706 m, along
the centerline of the width, and is screened from −24 m to −40 m below
sea level. The well start to pump at a constant rate of 3,000 m3/d. After
8.9 years of simulation, the resultant flow and concentration pattern, at the
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Figure 9.3.4: Transient seawater upconing in a confined aquifer at the end
of 8.9 years (Bear and Zhou, 2006). (a) Dashed lines: contours of reference
hydraulic head; solid lines: streamlines; dark solid lines: the streamlines sep-
arating the well capture zone, the freshwater outflow zone, and the saltwater
recirculating zone. (b) Mass fraction contours (solid lines), in comparison
with the initial steady-state transition zone (dashed lines). (Figure courtesy
of Q. Zhou.)

vertical cross-section where the well is located, is shown as the contour lines
in Fig. 9.3.4(a) and (b). A local seawater upconing can be clearly observed.
In Fig. 9.3.4(a), the dashed lines are equipotential lines and solid lines are
streamlines. By observing the streamline pattern, we can identify two sepa-
rating streamlines, marked as thick solid lines, separating the flow domain
into three zones. On the land side, we obverse a well capture zone; all stream-
lines within this zone end up in the pumping well. On the sea side, we find
a saltwater recirculating zone; streamlines in this zone originate in the sea
and flow back to the sea. In between, there is a freshwater outflow zone;
freshwater flows underneath the capture zone and is drained to the sea.

Figure 9.3.4(b) shows the contour lines of constant mass fraction corre-
sponding to the pumping case. These contour lines can be compared to the
dashed lines, corresponding to the initial, unpumped case. For the upconing,
we observe that the mixed water of low mass fractions upcones toward the
pumping well more significantly than the rise of the higher mass fraction
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contours. During this stage, in the vicinity of the well, only mixed water is
affected by pumping, whereas mixed water in the area close to the aquifer
bottom and that close to the coast does not change significantly. This is be-
cause pumping above the transition zone lowers the hydraulic heads on its
landside, but this does not change the balance between freshwater and seawa-
ter at the toe of the separation streamline. The enhanced seawater flow from
the sea brings more seawater to the upconed seawater zone. This gradually
increases the hydraulic head below the transition zone.

More details can be found in Zhou et al. (2005), and Bear and Zhou (2006).

9.4 Management of Coastal Aquifer

In principle, the approach and methodology for the management of a coastal
aquifer are not different from those for any other aquifer (Chap. 11), whether
as a stand-alone aquifer, or as an element of a water resources system. Like
for the management of any aquifer system, (1) a policy should exist that
dictates management goals, as well as the objective function and the tech-
nical and non-technical constraints that govern the selection of the optimal
management scheme, and (2) a calibrated hydrogeological (flow and solute
transport) model of the considered aquifer is required that describes flow and
solute/contaminant transport phenomena that take place in it. This model
will provide the response of the managed aquifer to any proposed manage-
ment scheme, thus enabling the decision maker to evaluate and compare
proposed management alternatives, in terms of the objective function, and
to eliminate those schemes that violate (externally) imposed constraints. One
may visualize the water mass balance equation and the solute mass balance
equations, together with their appropriate boundary conditions as constraints
that have to be satisfied continuously. An example of how these two models—
the flow and transport model and the management model—are incorporated
into a single optimization model is given by Bear (1979, p. 495), albeit not
for a coastal aquifer.

Unfortunately, a practical management model that incorporates the hy-
drogeological flow and transport model(s) that describe seawater intrusion, as
a constraint that has to be continuously satisfied, is still unavailable and trial
and error approaches, as well as approaches based on comparison of alterna-
tive management schemes are employed. In the latter approach, a number of
alternative management schemes are examined, e.g., with different volumes
of annual withdrawal of water and different areal distribution of pumping
and artificial recharge, and the models are used in order to forecast future
water levels, aquifer salinity, salinity of pumped water, and other parame-
ters of interest. Alternatives that violate imposed constraints are discarded.
The alternative that maximizes or minimizes a selected objective function is
selected as the optimal management scheme.

Like for any aquifer, calibration (see Subs. 11.3.2) will provide the natural
replenishment, whether from precipitation, as inflow through aquifer bound-
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aries, say, from adjacent aquifers, or as infiltration from streams and lakes.
Knowledge of the natural replenishment is essential for determining the sus-
tainable yield of the aquifer. In principle, unless imported water is added by
artificial recharge techniques, in the long run, the sustainable yield cannot
exceed the natural replenishment. In fact, it must be smaller than the replen-
ishment, such that the outflow, i.e., the difference between replenishment and
abstraction, flushes out to the sea salts and contaminants, which, otherwise,
would accumulate in the aquifer.

The major difference between an inland aquifer and a coastal one stems
from the latter’s interaction with the sea. The presence of the sea constitutes
a continuous threat to the water quality, e.g., salinity, of groundwater in the
vicinity of the sea through the mechanism of seawater intrusion.

In earlier sections, we have presented two kinds of models that describe
seawater intrusion:

• Models based on the assumption that the two ‘kinds’ of water, freshwater
and seawater, are separated by a sharp interface.

• Models that regard the two ‘kinds’ of water as a single liquid phase, with
different concentrations of total dissolved salts (TDS), and with a transi-
tion zone that separates the domain occupied only by freshwater and the
one occupied only by seawater.

Nowadays, we have a number of good (and practical) computer codes that
enables the solution of transition zone models (see Sec. 8.8), and, unless there
exist special circumstances that justify the use of a sharp interface model,
transition zone models should be preferred.

The sustainable management of a coastal aquifer is based on understand-
ing the strong relationship that exists between the discharge of freshwater
from the aquifer to the sea and the extent of seawater intrusion, associated
with water levels near the coast. Good management seeks to determine the
optimal sustainable yield of the aquifer such that the interface (i.e., the tran-
sition zone) will not advance beyond a desired distance. The objective is to
avoid salinization of existing and future wells, and not ‘preventing seawater
intrusion’.

A coastal aquifer may be in one of following two situations:

• Virgin, or initial developing conditions. Pumping and seawater in-
trusion take place, but no wells have been salinized (yet). We wish to
continue to operate the aquifer and increase water extraction (say, by
increasing pumping in existing wells, by moving wells to new locations,
and/or by adding new wells) up to its sustainable yield.

• Excessive seawater intrusion conditions. Withdrawal has already ex-
ceeded sustainable yield, and significant seawater intrusion takes place.
Some wells have already been salinized. We wish to restore the aquifer to
its sustainable yield conditions.

In the first case, withdrawal can be increased up to the estimated sus-
tainable yield. In fact, for a number of years, the withdrawal may even be
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allowed to exceed the ultimate sustainable yield (obviously, if consumers are
available), in order to make beneficial use of the fact that the interface is
advancing landward. We often refer to this excess pumping as ‘pumping the
one-time-reserve’. In the second case, withdrawal has to be reduced. To speed
up restoration, withdrawal may at first, and for some years, be reduced to
below sustainable yield, and/or increasing artificial recharge. We have to take
into account two important factors characterizing the restoration process:

• Changes in the position of the interface are slow, so that the restoration
to sustainable yield, with an optimal position of the interface, may take
many years.

• Furthermore, since, in reality, no sharp interface exists, as the transition
zone retreats seaward, it tends to widen.

• It may take a very long period, e.g., tens of years, to really flush the saline
water and reduce water salinity near the coast to desirable levels.

Since the extent of seawater intrusion depends on the rate at which aquifer
freshwater is allowed to drain to the sea, by maintaining appropriate water
table elevations at a certain distance from the sea, often called a ‘freshwa-
ter mound’, we can arrest the intruding seawater wedge at a desired (opti-
mal) distance from the sea. Beyond the ‘freshwater mound’, we can manage
the aquifer with water levels fluctuating above and even below sea level.
The ‘mound’ can be maintained by controlling pumping and/or by artificial
recharge through infiltration basins, or through an array of wells along a line
parallel to the coast. Artificial recharge can be implemented with imported
water, and even with treated sewage (obviously, taking into account that part
of the water, if not intercepted, will also flow landward).

Various ‘engineering’ techniques have also been proposed from time to
time for controlling, and even preventing seawater intrusion. Among them,
we can mention a ‘water table trough’ parallel to the coast, produced by
pumping through an array of wells in saltwater zone, and an impervious or
semipervious barrier constructed by various geotechnical techniques, such as
(Johnson and Whitaker, 2004) slurry walls, deep soil mixing, and jet grouting.

Once optimal pumping has been determined for a segment of a coastal
aquifer, the rate of freshwater drained to the sea can be further reduced by
installing a ‘coastal collector’, also known as skimming wells (Wang, 1965;
Reilly and Goodman, 1987; Aliewi et al., 2001; Asghar et al., 2002; Saeed and
Ashraf, 2005; Rao et al., 2006; Saeed, 2008). This is an array of low capacity
wells that are installed along a line parallel to the coast, at a rather small
distance from it, with screens that are sufficiently high above the interface
zone. These wells intercept part of the freshwater that would otherwise flow
to the sea (see Subs. 9.2.3 and Fig. 9.2.5a). If these wells are sufficiently
close to each other, then they created a two-dimensional flow pattern that is
similar to a gallery, as shown in Fig. 9.2.5d.

As mentioned in the preamble to this subsection, many coastal aquifers
are contaminated from ground surface by point and distributed sources. Fur-
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thermore, groundwater in coastal aquifers, especially close to the coast, is,
to some extent, saline, because of airborne salts originating in the sea. Al-
together, aquifer water draining to the sea prevent the accumulation of salts
and other contaminants in the aquifer. The management of the aquifer should
take this aspect (of flushing of contaminants) into account.

To summarize, the management of a coastal aquifer requires a calibrated
model of the hydrogeology of the aquifer, preferably a three-dimensional vari-
able density flow and transport model. The selected management scheme
should be based on an objective function and constraints dictated by a pre-
vailing water policy, established within the framework of some system that is
higher in the hierarchy, e.g., the regional or national one. The basic feature of
management of a coastal aquifer is the determination of a sustainable yield
that will arrest the seawater wedge, or transition zone, at a desired distance
from the sea by allowing a certain discharge of freshwater to be drained to
the sea.



Chapter 10

MODELING UNDER
UNCERTAINTY

Up to this point, all the modeling efforts presented in this book have been
based on the deterministic approach. This approach assumes (1) a full knowl-
edge and understanding of the physical/chemical processes that occur within
an investigated domain, (2) a mathematical model that correctly represents
these processes and can be used to predict future responses to imposed ex-
citations, (3) the availability of information (measured or derived) on all
parameters and coefficients that appear in the mathematical model, and, on
the domain’s geometry, as well as on the initial and boundary conditions.
This situation is, however, far from that encountered in practice. In the real
world, we need to address the following questions:

Model uncertainty. Is the selected conceptual model appropriate for rep-
resenting, albeit to an acceptable degree of approximation, the processes that
take place within the problem domain? For example, in view of the geological
structure of the aquifer, was our decision to model it as a two-dimensional
domain justified? Or, is the domain really homogeneous, as assumed? Or, is
it correct to assume vertical flow only in the unsaturated zone?

Parameter uncertainty. Unlike processes in man-manufactured systems,
there always exist numerous unknown factors that affect phenomena and pro-
cesses in nature, e.g., geological and hydrological processes. This is particu-
larly true when we are interested in the quantitative aspects of such phenom-
ena. Most of the uncertainty associated with modeling may be attributed to
the enormous heterogeneity of subsurface domains. This is, certainly, true
for large aquifers, but also, and very much so, for relatively small domains in
the unsaturated zone. This heterogeneity in lithology, soil types, etc., say, as
manifested by heterogeneity in permeability and porosity values, may cover
a range of many orders of magnitude within a domain. Not recognizing its
existence, or not attempting to account for its effects in the modeling process,
may lead to large errors of prediction. Some heterogeneity may be identified
from logs of boreholes, or by geophysical methods. In most cases, however,
the data are too scarce and too sparse to yield a deterministic description of
the domain’s various properties. Hence, it is essential to address the uncer-
tainty involved in such modeling conditions. This is particularly so when the

637

DOI 10.1007/978-1-4020-6682-5_10, © Springer Science+Business Media B.V. 2010 

J. Bear, A.H.-D. Cheng, Modeling Groundwater Flow and Contaminant Transport,  
Theory and Applications of Transport in Porous Media 23, 



638 MODELING UNDER UNCERTAINTY

distances between monitoring locations are much larger than the distance at
which the relevant properties are still correlated. A similar situation exists
when the coefficients are unknown, and have to be determined by an inverse
(= parameter estimation) method (Sec. 11.3), especially when the locations
at which the piezometric heads are observed are too sparse and cannot pro-
vide the details of the field’s heterogeneity.

Boundary uncertainty. Are the selected domain’s boundaries and the
associated boundary conditions appropriate? Usually, the exact location of
certain underground features, e.g., a fault, or a water divide, that serve as
boundaries are uncertain. When conditions on boundaries are not available,
the boundary location is taken at a large distance from the domain of interest,
in hope that the influence of the conditions assumed to prevail on them on
the predictions within the domain of interest will be small. Nevertheless, this
is a potential source of errors.

Initial conditions uncertainty. The initial conditions within the mod-
eled domain may not be known. Sometimes, they are determined by running
a simulation based on the pre-development conditions until a steady state is
reached; the latter is then used as initial condition for the period of interest.
Or, initial conditions may be generated from a groundwater contour map
from an early day survey.

In general, we may classify the uncertainties associated with modeling
into two types. The first is aleatoric uncertainty (or intrinsic uncertainty),
associated with the inherent unpredictability of nature (Ross et al., 2009).
Most hydrological events, such as precipitation and streamflow, cannot be
predicted, or, at least, cannot be predicted beyond a certain time into the
future, due not only to their complexity, but also to the inherent instability
of the physical processes. When such uncertain hydrological data are used as
part of the input to a deterministic model, the output will also be uncertain.

The second type is epistemic uncertainty (or information uncertainty).
Here, we assume that we know how to describe the system’s behavior, making
use of a set of non-random parameters and coefficients. However, we lack
the complete knowledge of the values of these parameters and their spatial
distribution, thus making our prediction uncertain. In this case, the degree
of uncertainty can be reduced by spending more time and efforts (and the
associated costs) on gathering more information, to be used in the calibration
process. The decision to gather such information is a managerial one, based
on a cost vs. benefit analysis.

Despite their importance, uncertainty issues are often insufficiently ad-
dressed in groundwater modeling. Typically, general groundwater textbooks
do not cover these issues, although a number of books dedicated to uncer-
tainty and stochastic modeling are available (e.g., Dagan, 1989; Dagan and
Neuman, 1997; Gelhar, 1993; Zhang, 2002; Rubin, 2003). Hence, this chap-
ter is dedicated to the introduction of some fundamental issues of modeling
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groundwater flow and transport under conditions of uncertainty, and to the
various tools used for their analysis.

Ideally, for a stochastic analysis technique to be successful, it needs to have
the following characteristics:

• The resultant methodology should be computationally tractable.
• The stochastic analysis should indicate how to reduce uncertainty by col-

lecting and using more measurements and observed data to be used in the
calibration process.

• It should account for different types of errors, including errors in the data
used for model development, errors in estimated parameters, and errors in
the conceptual model.

• It should be generally applicable, and not be limited to rarely occurring
conditions and assumptions.

• It should provide prediction of uncertainty, and the measures of uncer-
tainty should be understandable to nonspecialists, such as policy makers.

We shall begin this chapter by defining the various statistical measures of
a stochastic process and their use as tools in uncertainty analysis. Next, we
shall discuss the Monte Carlo technique, which uses a deterministic model
to analyze a large number of samples in the probabilistic space. To provide
the multiple realizations of the modeled field required in the Monte Carlo
simulation, the random field generation technique is presented. The kriging
method is introduced for generating the complete information on the param-
eters of a modeled field, when the values of these parameters are known only
at a number of sampled locations. This method provides the best estimate
of missing data. Other techniques for stochastic analysis, such as the solu-
tion of stochastic differential equations and the perturbation technique, are
introduced as tools for solving problems with uncertain boundary conditions
or uncertain parameters.

10.1 Stochastic Processes

10.1.1 Random process

Briefly, a random process is a process for which we cannot predict the out-
come of an experiment (a trial of the process), prior to performing it. This is
contrary to a deterministic process, whose outcome can be controlled, hence,
predicted. The result of a random process, or experiment, can be quantita-
tive, such as integers or real numbers, or qualitative, such as ‘head’ or ‘tail’ of
a coin. To render the result amenable to a mathematical analysis, the quali-
tative outcomes are often mapped onto numbers, e.g., 0 and 1, respectively,
for head and tail.

We may argue that all physical phenomena, such as tossing a coin or
throwing a dice, are controlled by physical laws, such as Newton’s law of
motion, and, therefore, are predictable. In reality, however, physical processes
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can be too complex, or too unstable, such that the predicted outcome can
deviate significantly from the actual outcome. In other words, the tolerance
range for the outcomes, subject to any change of initial condition or in the
environment, is extremely small. As the sources of these disturbances cannot
be eliminated, their influence may grow, sometimes exponentially, throughout
the process, leading to unpredictable outcomes. This is indeed the situation
for throwing a dice, and for many hydrological and weather related processes.

When the outcome of a random process is expressed in numbers, we call
it a random variable, which can be discrete, such as the integers representing
the outcomes of the coin and dice example, or continuous, such as the positive
real numbers. The collection of all the possible outcomes of an experiment
is called a (statistical) population, or sample space. For example, the set of
numbers {1, 2, 3, 4, 5, 6} is the population of the outcomes of throwing a dice.
A sample is a selection from the population, or an execution of an experiment
that produces a (random) outcome.

For example, we can express the discharge of a stream at a given cross-
section as a function of time, Q = Q(t). However, the discharge at a fixed
future time, say t = t1, as Q(t1), cannot be controlled by any action at the
present. Hence, this discharge is unpredictable. The quantity Q(t1) is, thus,
a random variable. As Q(t1) can be any value on the positive real number
axis, its population consists of points along the positive real axis, [0, ∞]. It
is also a continuous random variable.

Often, our interest lies in the prediction of a continuous record, rather
than a single number. For example, we may be interested in the discharge
at a specified location as a function of time, Q = Q(t). Then Q(t), being a
function and being random, is a random function.

A stochastic process is a random process evolving in time (Lawler, 2006).
It can be made of a set of indexed variables, such as Q1 = Q(t1), Q2 =
Q(t2), . . ., or a continuous (random) function, Q(t). A stochastic process need
not to be a function of time; it can be a function of a spatial variable, say x.
Furthermore, it can be a function of multiple spatial variables, e.g., (x, y, z) in
a multi-dimensional space. In the subsections to follow, we shall describe the
modeling of hydrogeological parameters, such as the hydraulic conductivity
K, as a multi-dimensional stochastic process, K(x, y, z).

10.1.2 Quantifying uncertainty as stochastic process

Uncertainty in groundwater modeling is caused, mostly, by the heterogeneity
in aquifer properties, primarily, permeability and porosity. In most practical
cases, there are never enough data to describe the spatial distributions of
these properties in sufficient detail, and interpolation is used to fill in miss-
ing data. Hence, the interpolated field is characterized by a high degree of
uncertainty. For example, if we examine the variation of a certain aquifer
parameter, say K, as a function of x, within a spatial domain, we may be
faced with profiles like those shown as Fig. 10.1.1a and b. Not knowing the
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Figure 10.1.1: Actual and interpolated parameter profiles, based on sparsely
sampled data: (a) Smooth profile (predictable); (b) Highly heterogeneous,
random-like profile (unpredictable).

actual variation, and (as is usually the case) constrained by an operational
budget, we have sampled three locations for the K-values, To approximate
K at the unsampled locations, we may use interpolation, shown as the dash
lines in Fig. 10.1.1. We notice in Fig. 10.1.1a that the values at the unsam-
pled locations are quite predictable, with only small errors. On the other
hand, the profile in Fig. 10.1.1b cannot be predicted from the small number
of available sampled points. For this case, if we observe the parameter at one
point, our ability to tell the parameter value at a distance away deteriorates
very fast, as the distance increases. Hence, as far as our knowledge about
this parameter is concerned, it behaves as an unpredictable event, i.e., as a
random event. Aquifer properties are more likely to be represented by the
profile shown in Fig. 10.1.1b. This random profile is similar to the recorded
data of other random processes in nature, e.g., streamflow, turbulent air flow,
and seismic waves. Hence, similar mathematical techniques can be used for
its analysis.

One way to quantify uncertainty, whether intrinsic or informational, asso-
ciated with a phenomenon, or a process, is to envision it as a random process,
also called a stochastic process. We shall use Fig. 10.1.2 to illustrate this
concept.

Consider streamflow discharge at a given cross-section as a random func-
tion of time, Q(t), where t denotes (future) time. As we do not know what
will the actual value of Q(t) be, this function can be any of the profiles pre-
sented as Q1(t), Q2(t), Q3(t), etc., in Fig. 10.1.2. Each function may equally
likely be the true Q(t), and is a sample in the probability sampling space.
Such sample is also called a realization. All possible samples, or realizations,
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Figure 10.1.2: Three samples from the ensemble of the random function Q(t)
or K(z).

and there are infinite many of them, form the population of the probability
space. This space, shown in Fig. 10.1.2, is also called the ensemble space.

Let us now consider the vertical hydraulic conductivity profile, K(z), at a
given location, (x, y). This profile can look like those presented in Fig. 10.1.2.
Unlike the case of streamflow discharge, in which we consider a future event,
which is unpredictable due to the random nature of the process, the hy-
draulic conductivity does exist, irrespective of whether the process that cre-
ated it was random or deterministic. Nevertheless, the profile is regarded as
unpredictable due to our lack of information about it. Hence, the hydraulic
conductivity profile is a random (stochastic) process just as streamflow.

A stochastic process can be a continuous random function, or a sequence
of indexed, discrete data. For example, we can express the function K(z) as
a sequence of discrete values, K1 = K(z1), K2 = K(z2), K3 = K(z3), etc.
A common and important characteristic of stochastic processes is that the
sequence of data is correlated to each other. In other words, each datum in
the sequence depends to some extent on the one preceding it, with a certain
probability that their values are close to each other. For, example, if the
preceding datum is in the large value range, then there is a high probability
that the ensuing datum will take on a large value too, though not necessarily
so.

Statistical analysis can be applied to the realizations of the data sequence,
or a random function, in order to extract useful information about the pro-
cess, such as expectation, standard deviation, covariance, correlation coef-
ficient, correlation length, reliability, confidence limit, etc. Such quantities,
computed from the realizations, are often referred to as ‘empirical’, because
the available realizations are, typically, a small sample of the entire popu-



Stochastic Processes 643

lation space. In what follows, we shall present a brief introduction to these
concepts.

10.1.3 Ensemble statistics

We shall define a few statistical concepts and quantities that are essential to
the understanding of stochastic analysis.

Ensemble. The term ‘ensemble’, or ‘statistical ensemble’ originated in
statistical mechanics and thermodynamics. There, it defines an idealization
consisting of a large number (sometimes infinitely many) of ‘mental copies’ of
a system, considered all at once, each of which representing a possible state
(= realization) that the real system might be in. On this ensemble, we can
perform a statistical analysis and find empirical statistical measures, such as
mean and standard deviation.

Ensemble average of a random variable. Figure 10.1.2 shows a few
realizations of hydraulic conductivity profiles. The spatial distribution of this
coefficient may be regarded as a random function of depth, or a stochastic
process, and the figure shows a number of realizations of such process.

Focusing our attention on the value at a fixed depth, say z1, then K(z1)
is a random variable. There exist many samples (realizations) of the random
variable, {K1(z1), K2(z1), . . . , Kn(z1)} (see Fig. 10.1.2). If each of these val-
ues has an equal probability of occurring, or having actually occurred, we
can find the mean (expectation) of the random variable K(z1) as the ensemble
average

E [K(z1)] ≡ K(z1) =
1
n

n
∑

i=1

Ki(z1), (10.1.1)

where n is the number of samples.

Ensemble average of a random function. We are, however, more in-
terested in the random function K(z), than in the random variable K(z1).
Thus, the mean of a random function can be formally defined as

E [K(z)] ≡ K(z) =
1
n

n
∑

i=1

Ki(z). (10.1.2)

As these functions are likely to be obtained from measurements and, thus,
presented in discrete rather than analytical form, the average can be viewed
as taken one z-value at a time: z1, z2, . . ., leading to a similar operation as
described by (10.1.1). We emphasize that the mean of a function of a spatial
variable is, generally, a function of the same spatial variable, as indicated by
the argument of K(z).

Statistical homogeneity. If, after ensemble averaging, the mean turns
out not to be a function of space, but K(z) = constant, then the process
is referred to as homogeneous, or statistically homogeneous, as long as there
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Figure 10.1.3: Ensemble averaging of a two-dimensional random function.

is no danger of confusion with the usage of the same term in the deter-
ministic sense. In the deterministic case, which may be considered as the
case with a single realization of the entire population, ‘homogeneous’ means
K(z) = K = constant. It is important to understand that in the statistically
homogeneous case, each realization of the hydraulic conductivity profile is,
generally, heterogeneous. The terminology used above for the random spatial
functions can be compared to the random time functions: when the mean
is not a function of time, the random process is said to have a stationary
(corresponding to homogeneous) mean.

Ensemble average of a multivariate function. The ensemble average
applies to multivariate functions, e.g., K(x, y, z), as well as to univariate ones,
e.g., K(z). For example, the mean defined in (10.1.2) can be extended to

E [K(x, y, z)] ≡ K(x, y, z) =
1
n

n
∑

i=1

Ki(x, y, z), (10.1.3)

i.e., taken with respect to the many realizations of the function.
Figure 10.1.3 illustrates the process of taking an ensemble average of a two-

dimensional random function, K(x, y). As it is difficult to take the average of
a function, it is often taken one discrete point, e.g., (x1, y1), (x2, y2), etc., at
a time. This is illustrated on the figure.

Variance. The variance is defined as
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viation; (b) Inhomogeneous mean and inhomogeneous standard deviation.

σ2
K(x) ≡ [K(x)− K(x)]2 = K2(x)− K(x)

2
, (10.1.4)

in which the vector x denotes the point (x, y, z), the overbar denotes an
ensemble averaging operation, like the one defined in (10.1.3), and the sub-
script K indicates that this variance is of the variable K. We note that,
generally, the variance is also a function of space. For the special case of
σ2

K
(x) = σ2

K
= cosntant, the variance is homogeneous (i.e., stationary).

Standard deviation. The square root of the variance, denoted as σK(x),
is called standard deviation. It is a measure of the average magnitude of
the deviations from the mean (= average). Figure 10.1.4 shows two one-
dimensional spatial random functions with their mean and plus/minus stan-
dard deviation envelopes.

If we assume that the probability distribution of a random variable is
Gaussian (see any book on statistics), then these two envelopes enclose about
68% of all possible values. We notice that the random function in the upper
diagram has a homogeneous (= stationary) mean that remains constant with
distance, while the lower function has an inhomogeneous (= nonstationary)
mean that varies with distance. We also observe that the upper diagram has a
homogeneous standard deviation, while the lower one has an inhomogeneous
standard deviation.

Covariance and correlation. Another important statistical measure is
the covariance between two variables. For example, the hydraulic conductiv-
ity, K, at one location and the storativity, S, at another one may be correlated
to each other. The covariance is defined as
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cKS(x1,x2) ≡ [K(x1)− K(x1)][S(x2)− S(x2)]
= K(x1)S(x2)− K(x1) S(x2), (10.1.5)

where x1 and x2 indicate two different locations.
Let us consider the trend of the two quantities, K(x1) and S(x2), where

x1 and x2 are any pair of points. When the observed K(x1)-value is larger
than its mean, is there, in the same realization, a similar or opposite trend
in S(x2)? If the trends of these two quantities are frequently consistent (or
oppositely consistent), then the covariance takes a large positive (or large
negative) value. If there is no consistent trend between the two observed
quantities, i.e., when one quantity is above average, the other has an equal
chance of being above or below the average, then the summation of terms
under the ensemble average operation tends to cancel out, and the covariance
is small or zero. A similar quantity, known as the correlation, is defined as

rKS(x1,x2) = K(x1)S(x2). (10.1.6)

Autocovariance and autocorrelation. Given a spatial function, it is
also of interest to find the correlation between the same quantity as observed
at two different locations, x1 and x2. To achieve this goal, we use (10.1.5),
and define

cKK(x1,x2) = K(x1)K(x2)− K(x1) K(x2), (10.1.7)

as autocovariance of K(x). Similarly, we can define an autocorrelation as rKK.
We notice that in a inhomogeneous case, the covariance and autocovariance

are functions of the relevant pair of points in space. Even in the discrete
case, the number of such values is huge. For example, on a three-dimensional
n× n× n grid, the number of discrete autocovariances is roughly n6/2. It is
obviously impossible to process the available data in order to generate such
information. Hence, for most practical applications, the covariance is always
considered to be homogeneous.

For a homogeneous model, we assume that the covariance is not a function
of a pair of locations; instead, we assume that it is a function of the distance
vector χ(= x2 − x1), separating these two locations, . Expressing the two
points as x and x + χ, we can write

cKK(x,x + χ) ≡ K(x)K(x + χ)− K(x) K(x + χ) = cKK(χ). (10.1.8)

We note that cKK(χ) is not a function of the location x, but is still a function
of the distance vector, χ, between the two points. This means that the co-
variance is not only a function of the distance separating the two points, but
also of the vector’s direction. This implies that the covariance field may be
statistically anisotropic. For a statistically isotropic field, the covariance func-
tion, cKK(χ) further simplifies to cKK(χ), where χ = |χ|. Here, the covariance
is a function of the single (scalar) variable χ, i.e., the distance separating the
two points. It is easy to construct this parameter, even with a limited num-
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ber of available spatial data points. In Subs. 10.2.1, within the framework
of the kriging technique, we shall discuss the empirical construction of the
covariance function.

When the covariance is determined for a single location, x, i.e., χ = 0, we
use the notation cKS(x,x) ≡ σKS(x). Furthermore, if the two quantities are
the same quantity, the covariance definition becomes identical to that of the
variance, i.e., σKK(x) ≡ σ2

K
(x).

Weakly homogeneous (stationary) process. A random process is said
to be strongly homogeneous (or strongly stationary) if all its statistical mo-
ments are homogeneous. In practice, however, due to our limitation in observ-
ing and recording a sufficient quantity of random data, we are often limited
to the evaluation of only the first two moments. i.e., the mean and the stan-
dard deviation. If homogeneous conditions exist for these two moments, they
become independent of location, and the autocovariance is a function of the
separating distance only. The random process is then referred to as weakly
homogeneous (or weakly stationary).

Correlation coefficient. The covariance is a dimensional quantity; hence,
it provides an absolute rather than a relative magnitude of the variation. For
a measure that shows a relative magnitude, a cross correlation coefficient can
be defined by normalizing the covariance:

RKS(x1,x2) =
cKS(x1,x2)

√

σ2
K
(x1)σ2

S
(x2)

. (10.1.9)

When the two related quantities are identical, except that they are taken at
different locations, we introduce the autocorrelation coefficient, RKK(x1,x2).
For a (statistically) homogeneous and isotropic case, it reduces to RKK(χ).
We notice that for a zero separation distance, i.e., χ = 0, the autocorrelation
coefficient is RKK(0) = 1. This means that the normalized correlation between
a quantity and itself, at the same location, is unity. Also, the following bounds
exist: −1 ≤ RKK(χ) ≤ 1.

Correlation length. For most natural phenomena, the autocovariance ap-
proaches zero as the separating distance between the two locations, at which
the quantity is measured, becomes larger. The distance for which RKK(χ)
drops to an insignificant magnitude is referred to as the correlation length
scale (or, for a function of time, correlation time scale). More rigorously,
these scales can be defined in terms of an integral scale (Dagan, 1989),

I =
∫ ∞

0

RKK(χ) dχ. (10.1.10)

Figure 10.1.5 shows two autocorrelation coefficients, one with a small, and the
other with a large correlation length. When the correlation length is larger,
we anticipate the data profile to be smoother, and vice versa.
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Figure 10.1.5: Correlation coefficient: (a) With a small correlation length
(I = 0.28), (b) With a large correlation length (I = 0.89).

Figure 10.1.4, demonstrates the effect of different mean and standard devi-
ation on the hydraulic conductivity profiles. Figure 10.1.6, on the other hand,
compares two hydraulic conductivity profiles with the same mean and stan-
dard deviation, but with different correlation lengths. The profile with the
smaller correlation length is rougher, while that with the larger correlation
length is smoother.

10.1.4 Spatial (or temporal) statistics

The spatial statistics (or temporal statistics for a function of time) differs
from the ensemble statistics, presented in the preceding subsection, in a most
important way—the former is performed on a single realization.
Spatial mean. Given a single realization of a random function in time,
or in a one-dimensional space (see Fig. 10.1.2), the spatial mean (or temporal
mean for a time function), 〈K〉(z), of a random variable K(z), is defined by

〈K〉(z) =
1
L

∫ z+L/2

z−L/2

K(z′) dz′, (10.1.11)

where the brackets 〈 〉 are used to denote the spatial average, and L is a
sufficiently large length, such that the average becomes independent of the
selection of L, yet small enough, such that the average may still vary with
distance in the inhomogeneous case (see Fig. 10.1.4b). We note that the
criterion for the selection of the averaging ‘cell’—not too small such that the
result becomes dependent on the size of the cell, and not too large in order
not to lose the large scale trend—bears some resemblance to the criterion for
selecting the size of the REV, discussed in Subs. 1.3.3.
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Figure 10.1.6: Two hydraulic conductivity logs with the same homogeneous
mean and standard deviation, but different correlation lengths.

For a random function in a three-dimensional space, the above definition
is modified to a volume, rather than line, averaging,

〈K〉(x) =
1
L3

∫

UL(x)

K(x′) dU(x′). (10.1.12)

In the above equation, UL(x) represents a cube with a side L, centered at x.
Similarly, we can apply the volume averaging to the second order statistics.
Spatial covariance and correlation. A spatial autocorrelation is defined
as

ΨKK(x,x + χ) = 〈K(x)K(x + χ)〉
=

1
L3

∫

UL(x)

K(x′)K(x′ + χ) dU(x′). (10.1.13)

A spatial autocovariance is defined by

ψKK(x,x + χ) = 〈[K(x) − 〈K〉(x)] [K(x + χ)− 〈K〉(x + χ)]〉 . (10.1.14)

The variance is, simply, ψKK(x,x).
If a process is homogeneous, then the mean is not a function of location,

〈K〉 (x) = constant. Similarly, a homogeneous, isotropic autocovariance is a
function of the separating distance only, i.e., ψKK(x,x + χ) = ψKK(χ).

Altogether, in this subsection, we have introduced various statistical mea-
sures that will be used below in methods employed for coping with uncer-
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tainty. We have also shown that for every statistical measure defined in the
ensemble sense, there is a corresponding one in the spatial sense. An impor-
tant consequence of this observation will be discussed in the next subsection.

10.1.5 Ergodicity hypothesis

In Subs. 10.1.3 and 10.1.4, we introduced two types of averaging processes:
the ensemble averaging, and the spatial (temporal) averaging, to produce
statistical measures. In this subsection, we discuss which of these two analyses
is relevant to analysis of uncertainty in groundwater flow transport.

In an uncertainty analysis, we seek to describe events, or to predict future
ones, in terms of a probability. For example, given a location in an aquifer,
we may ask ‘what is the probability that the hydraulic conductivity there
falls within a given range of values?’ Or, given the probability information
regarding the input parameters needed in a modeling effort, we may ask ‘what
is the probability that the predicted water levels, or solute concentrations,
will be below or above a certain specified level?’ To answer these and similar
questions, ensemble averaging is needed, since probability is defined as the
percentage of samples in the ensemble that fits a certain criterion.

To perform ensemble averaging, we need knowledge about the samples.
If information is available about the entire population, then the averaging
is straightforward, and the statistical measures can be exactly calculated.
However, this is not the case for hydrological events. For example, our interest
may lie in the probability of stream flow discharge at a fixed location, at
any time of the year, expressed as Q(t), where t is time from January 1 to
December 31. In this case, each sample, or realization, is the flow record of
a full year. It is obvious that it is not possible to have the record for all
the years, and, particularly, it is not possible to have the record for future
years. However, it is important that we have a record for some years. These
historical records can be used as the basis for an ensemble analysis to obtain
empirical statistics.

The situation is different for predicting the hydraulic conductivity. For
example, we are given a groundwater flow domain in which the hydraulic
conductivity is measured at a number of locations distributed over the do-
main. If we select an unmeasured location, and wish to know the hydraulic
conductivity at that location, in the probabilistic sense, how do we find its
statistics, and what is the ensemble space from which we should find its
statistics? As we are given a single physical domain, and the domain is likely
to be unique, that is, no other similar domain exists that can be claimed to
be the outcome of the same process, a physical ensemble space does not ex-
ist. However, this single physical realization, that is, the given groundwater
domain, is unknown. Hence, through thought construction, many imaginary
realizations are considered to exist, each of which is a possible representation
of the considered groundwater domain. Together, these realizations form an
ensemble population that allows an ensemble statistics to be defined.
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The difficulty inherent in this type of analysis lies in the fact that, as
such ensemble population does not physically exist, we cannot collect a set
of samples to perform an ensemble statistical analysis. This difficulty can be
overcome if we accept an important assumption in statistical analysis—the
ergodicity hypothesis, typically assumed for natural processes. The ergodicity
hypothesis is a concept borrowed from statistical mechanics (Khinchin, 1949).
It may be stated as follows:

for a stationary random process, a large number of observations made
on a single system, at N arbitrary instants of time, have the same sta-
tistical properties as observing N arbitrarily chosen systems, from an
ensemble of similar systems (McQuarrie, 2000)

Or, put simply, with the ergodicity hypothesis, we can assume that the av-
erage of a process over time is equal to the average of that process over its
statistical ensemble.

The consequence of the above hypothesis is that, rather than performing
ensemble statistics (see Subs. 10.1.3) on a set of samples (which are not
available), we can perform spatial (or temporal) statistics (see Subs. 10.1.4)
based on data points taken from the same sample at different spatial locations
(or times), as the statistical properties are the same. We should caution,
however, that such hypothesis is possible only for a homogeneous (stationary)
random process; in other words, the statistical moments (mean, covariance,
etc.), must not be functions of space (or time).

With this assumption, we can now state that in a homogeneous process,
the ensemble mean and autocorrelation are equal to their spatial counterparts,
i.e.,

K ≡ 〈K〉 = constant, and cKK(χ) = ψKK(χ). (10.1.15)

We note that an ergodic process must be homogeneous, but that a homoge-
neous process need not necessarily be ergodic. The implication of (10.1.15)
is that, in the absence of available realizations, we can use the considered
aquifer as a single realization and conduct the spatial analysis as described
in Subs. 10.1.4. The statistics obtained: mean, standard deviation, covariance,
etc., may then be considered as ensemble statistics.

Although (10.1.15) is the definition of ergodicity, strictly speaking, this
relation is not the one actually used. In an investigated field, when only
sparsely distributed data points exist, it is difficult to perform volume (or
areal, in a two-dimensional domain) averaging; hence, an ensemble averaging
is often performed. For example, if the data consists of n measured hydraulic
conductivity values, {K(x1), K(x2), . . . , K(xn)}, we can estimate the mean
as

K =
1
n

n
∑

i=1

K(xi). (10.1.16)

Similarly, we can find the covariance as an ensemble average based on (10.1.8),
using all combinations of pairs of points from the available field data. This is
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permitted, in view of the homogeneity assumption—data can be taken from
any location in the field, as the statistical result should be independent of
location. In this way, effectively, the ergodicity assumption can be restated
as follows:

Under the assumption of homogeneous first and second statistical mo-
ments, the spatially distributed data from a single available realization
can be used as an ensemble for statistical analysis.

In the next section, we shall demonstrate the use of such empirically ob-
tained statistical moments for the creation of multiple realizations of random
parameter fields within the framework of the Monte Carlo simulations tech-
nique.

10.2 Tools for Uncertainty Analysis

In this section, we discuss the various tools used when facing information
uncertainty in groundwater modeling. Some simple tools give rudimentary
information that allows the manager to understand trends and impacts, while
others, more elaborate tools, provide statistical measures that can be used
for optimizing operations, and for assessing the risk to management goals.

We start from the well-known geostatistical tool called kriging. In hydro-
geology, parameter information is typically known only at a small number
of discrete sampling, or monitoring points. However, to model the system,
parameter values are needed for the entire field. How can we use the avail-
able data in order to reasonably estimate missing values by interpolation?
The kriging technique, discussed below, provides the best estimate (in the
statistical sense) for the missing values.

Let us focus, first, on the concept of sensitivity analysis (Subs. 10.2.2).
Faced with the uncertain values of model parameters, the modeler may want
to know how sensitive is the envisaged model prediction to the various un-
certain values of these parameters. If the predicted outcome is sensitive to
a ceratin parameter, then it will be highly beneficial to invest resources in
order to obtain more accurate information concerning that parameter, rather
than waste the limited resources on the less sensitive ones.

Another most versatile modeling tool for analyzing a system under condi-
tions of parameter uncertainty is the Monte Carlo Simulation. In this tech-
nique, we construct a large number of realizations of the considered domain,
say with respect to a property like hydraulic conductivity. Each realization
is investigated, yielding a forecast. The collective behavior of all forecasts
is then analyzed, providing the probabilistic information needed for making
management decisions under conditions of uncertainty.

As stated above, the Monte Carlo technique requires the generating of a
large number of realizations of the parameter field. This is done by a random
field generation algorithms. Following is an introduction to this subject.
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10.2.1 Kriging

Kriging is a geostatistical technique that interpolates between any data values
in a random field. The technique was pioneered by Matheron (1963, 1973),
based on the original work of Krige (1951). Originally, kriging was introduced
to maximize the probability of locating mineral deposits. Nowadays, it is
widely used in many other fields, such as hydrogeology, environmental science,
and remote sensing, as an interpolation tool for spatial data.

Consider a two- or three-dimensional groundwater domain for which we
need to know the spatial distribution of a hydrogeological property like hy-
draulic conductivity, or transmissivity. Usually, we obtain such information
from pumping tests conducted at a (rather small number of) selected sites.
On the other hand, for the purpose of groundwater modeling, we need infor-
mation on these parameters everywhere, or at the grid points of a numerical
model. Usually, this grid is rather dense and certainly does not coincide with
the points of data measurements. How do we estimate the values of these pa-
rameters at the numerical grid points? Furthermore, knowing that the aquifer
is (usually) highly heterogeneous, any estimate that we make will contain er-
rors, at least at the unmeasured points. What is, then, our estimate of the
range of such errors, e.g., expressed as standard deviation? These questions
can be answered by making use of the theory of geostatistics (Journel and
Huijbregts, 1978; Kitanidis, 1997).

Consider an aquifer domain for which a set of spatially distributed hy-
draulic conductivity values, K(xi), is known at locations xi, i = 1, . . . , n. We
are interested in finding the mean hydraulic conductivity, in the probabilistic
sense, at an unobserved point, x. Recall (Subs. 10.1.5) that, so far, an en-
semble sampling space, from which this mean can be taken, does not exist;
hence, the mean has to be taken as a spatial average following the ergodic
assumption (Subs. 10.1.5). This is accomplished by

K(x) =
n
∑

i=1

λiK(xi),
n
∑

i=1

λi = 1, (10.2.1)

where λi is the weight applied to an observation point i.
Field observations have indicated that hydraulic conductivity is more likely

to be log-normally than normally distributed (Gelhar, 1993). Hence, it is
common to perform the statistical analysis on the logarithm of the hydraulic
conductivity, i.e.,

Y (x) =
n
∑

i=1

λiY (xi), Y ≡ log K. (10.2.2)

There are many options for selecting the weights, λi. For example, if we
consider the field to be statistically homogeneous, and anticipate that the
mean will be a constant for the entire field, then the weight is simply taken
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as λi = 1/n. On the other hand, if the random field has a large scale trend,
i.e., Y is a function of space, then the averaging should take into account only
nearby points. This is implemented by removing points at a distance larger
than a certain specified radius, ro, such that λi = 0 if ri ≡ |x − xi| > ro.
Within this radius, it is still possible to assign different weights to different
points. For example, we may make the weights inversely proportional to the
distance, or to the square of the distance, i.e.,

λi =
1/r2i

∑m
j=1(1/r

2
j )
, (10.2.3)

where m is the number of points enclosed within the circle, or sphere, of
radius ro. In this weighting scheme, we take into consideration that data
that are nearer to the considered point have a stronger correlation with what
happens at the considered point, and those that are farther away have a
weaker correlation, and may, therefore, be disregarded. The above procedure,
however, is not rigorous in the statistical sense. To have a more rational
estimate, we shall now introduce the kriging idea, which is based on a spatial
statistical analysis.

To perform a geostatistical analysis, we have first to apply a certain statis-
tical model to the random parameter field. We assume that the first statistical
moment, that is, the mean of the considered property, Y , is inhomogeneous,
such that Y = Y (x). We also assume that the second moment is homoge-
neous (i.e., stationary), such that the (auto)covariance is not a function of
the spatial coordinate, x, but is a function of the distance, r, between the two
points. These assumptions lead to cY Y = cY Y (r) (see (10.1.8)). To perform the
geostatistical analysis, we need to estimate these statistical quantities (mean
and covariance) from the observations at the limited number of points.

In geostatistics, instead of using the covariance, cY Y (r), it is customary
to use the quantity called semivariogram, γ. This quantity is related to the
covariance by

γ(r) =
1
2
[Y (x + r)− Y (x)]2 = cY Y (0)− cY Y (r), (10.2.4)

where cY Y (0)(≡ σ2
Y ) is the (homogeneous) variance, which is a constant. We

note that at r = 0, γ(0) = 0.
The construction of the semivariogram is based on available data. For

example, given data measured at points xi, we sort their separating distances
rij = |xi−xj | into different ranges, Δr, 2Δr, . . .. For the data that fall within
the same range, we can use (10.2.4) to evaluate γ(Δr), γ(2Δr), . . .. These
data can then be plotted as the semivariogram shown in Fig. 10.2.1. From the
fitted curve, it follows that at a large distance, say, r > ro, the curve levels off,
meaning that the data cease to be correlated, i.e., the covariance cY Y (r)→ 0,
as r → ∞. The asymptotic value marked as a1 is the estimated variance,
cY Y (0) = σ2

Y
. Although, theoretically, the intercept should be γ(0) = 0 at



Tools for Uncertainty Analysis 655

�

��

�

�

�

γ(r)

r
Nugget

Sill

a1

Range  r0

a0

Figure 10.2.1: Empirical semivariogram constructed from data.

r = 0, it is typically not zero. This is attributed to a spatially uncorrelated
data noise (measurement error), known as the nugget effect.

Based on the shape of the curve, it is often fitted to one of several known
models, such as the spherical model,

γ(r) =

⎧

⎨

⎩

ao + a1

[

3
2
r
ro
− 1

2

(

r
ro

)3
]

, for 0 < r < ro,

ao + a1, for r ≥ ro.
(10.2.5)

Other models, such as the exponential model, the Gaussian model, the hole
effect model, can be found the literature on geostatistics (e.g., Deutsch and
Journel, 1998).

With the constructed semivariogram, we are ready to estimate the prop-
erty Y at any unsampled point, x, by one of several kriging methods. A
common assumption in all methods is that the residual, defined as the dif-
ference between a value and its mean, Y (x) − Y (x), can be estimated by a
weighted sum of residuals at the surrounding points (all points within the
range ro, defined in the semivariogram shown in Fig. 10.2.1), as

Y ∗(x)− Y (x) =
n(x)
∑

i=1

λi(x)[Y (xi)− Y (xi)], (10.2.6)

where xi indicates a sampled point, and the asterisk superscript is used to
denote an estimated value. The weights λi in (10.2.6), which are selected
differently at different locations, have still to be determined. The estimate,
Y ∗, is said to be ‘unbiased’, if the mean of the residual of the estimate satisfies

Y ∗(x)− Y (x) = 0. (10.2.7)
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This is evident by taking the mean of (10.2.6). As we are free to choose the
weights, we usually choose λi as the set that minimizes the variance of the
above residual, i.e.,

σ2
Y ∗(x) = [Y ∗(x) − Y (x)]2 = [(Y ∗(x)− Y (x))− (Y (x) − Y (x))]2. (10.2.8)

This can be accomplished by differentiating the above expression with respect
to the λi’s, one at a time, and setting the derivatives to zero. First, we
substitute (10.2.6) into (10.2.8) to obtain

σ2
Y ∗(x) = [

∑n(x)
i=1 λi(x)(Y (xi)− Y (xi))− (Y (x)− Y (x))]2

=
∑n(x)

i=1

∑n(x)
j=1 λi(x)λj(x)cY Y (xi − xj) + cY Y (0)

−2
∑n(x)
i=1 λi(x)cY Y (xi − x), (10.2.9)

where cab(x1,x2) is the covariance (see (10.1.5)), caa(x1,x2) is the autocovari-
ance, and we have used the stationarity assumption, caa(x1,x2) = caa(x1 −
x2) (see (10.1.8)). We also note the relation caa(x1,x1) = caa(0) = σ2

a.
In order to use (10.2.9) for the determination of the λi’s, which is required

for the estimate of the hydraulic conductivity, we need prior knowledge of
the mean values, Y (xi), i = 1, . . . , n(x) and Y (x), and of the covariances,
cY Y (xi−xj) and cY Y (xi−x), i, j = 1, . . . , n(x). We have already decided that
the covariances will be provided by the empirically constructed variogram,
e.g., (10.2.5) and (10.2.4) (Fig. 10.2.1). As for the mean, different assumptions
lead to different kriging methods. We shall discuss below the three most
popular kriging methods: the simple, the ordinary, and the universal kriging.

A. Simple kriging (‘sk’)

In this method, we assume that the field is statistically homogeneous, that
is, without a spatial trend. This means that the mean is a constant, Y (x) =
Y (xi) = Y . For example, we can estimate this quantity as a simple average
of all the data points in the field,

Y =
1
n

n
∑

i=1

Y (xi). (10.2.10)

Using this value in (10.2.6), we can estimate the logarithm of the hydraulic
conductivity at an unsampled point as

Y ∗
sk(x) = Y +

n(x)
∑

i=1

λsk
i (x)[Y (xi)− Y ], Y = logK, (10.2.11)

in which the subscript and superscript ‘sk’ stand for ‘simple kriging’. To
determine the weights, we minimize the variance (10.2.9) by differentiating
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it with respect to λsk
i , i = 1, . . . , n(x), and setting the derivatives equal to

zero. This leads to the following linear system of equations:

n(x)
∑

j=1

λsk
j (x) cY Y (xi − xj) = cY Y (xi − x); i = 1, . . . , n(x). (10.2.12)

As the values of the covariances are known, (10.2.12) can be solved for the λsk
i -

values. Then using (10.2.11), we can calculate the estimated Y on the system’s
grid points. This, in turn, can be used to plot contours of constant Y -values.
The advantage of the kriging method, compared to any other deterministic
interpolation scheme, is that not only does it yield the best estimate, based
on a least square fit, but it also provides information about the size of the
estimation error. This is done by substituting (10.2.12) into (10.2.9), thus
yielding a formula for the variance of the estimation error, in the form

σ2
sk(x) = cY Y (0)−

n(x)
∑

i=1

λsk
i (x) cY Y (xi − x). (10.2.13)

This error can also be presented as a contour map.

B. Ordinary kriging (‘ok’)

Rather than assuming that the mean is constant over the entire domain, we
recognize that it may have a spatial trend; hence, we express it as a function
of space, Y (x). Since, typically, we do not have sufficient data to determine
such a trend, we seek to eliminate the need for such information. First, we
assume that the mean in the neighborhood of x, represented by the group
of points xi, i = 1, . . . , n(x), can be approximated by the mean at x; that
is, Y (xi) = Y (x). Using this condition in (10.2.6), we can rearrange it to
become

Y ∗
ok(x) =

n(x)
∑

i=1

λok
i (x)Y (xi) +

⎡

⎣1−
n(x)
∑

i=1

λok
i (x)

⎤

⎦ Y (x). (10.2.14)

We shall require that the weights sum to unity, i.e.,

n(x)
∑

i=1

λok
i (x) = 1, (10.2.15)

and (10.2.14) reduces to

Y ∗
ok(x) =

n(x)
∑

i=1

λok
i (x)Y (xi). (10.2.16)
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By taking the mean of both sides of the above equation, together with the
approximation Y (xi) = Y (x) adopted above, we observe that the condition
of unbiased estimate, (10.2.7), is satisfied. Equation (10.2.16) is then the
formula for estimating an unsampled value based on ordinary kriging. We
notice that the knowledge of the mean is not required in the above formula.

We still need to determine the weights in (10.2.16). Since we already have
one constraint equation for λok

i , in the form of (10.2.15), the minimization
procedure described above for simple kriging will produce an overdetermined
linear system. This problem is then solved by introducing a Lagrangian mul-
tiplier, μok(x), and a new functional to be minimized:

L = σ2
Y ∗(x) + 2μok(x)

⎡

⎣1−
n(x)
∑

i=1

λok
i (x)

⎤

⎦ , (10.2.17)

where σ2
Y ∗ is given by (10.2.9). The functional L is minimized with respect to

both λok
i and μok. The particular form of (10.2.17) ensures that the required

minimization condition based on

∂L

∂μok
= 2

⎡

⎣1−
n(x)
∑

i=1

λok
i (x)

⎤

⎦ ≡ 0, (10.2.18)

is identically zero, and does not produce an extra equation.
Differentiating (10.2.17) with respect to λok

i , produces the following set of
equations:

n(x)
∑

j=1

λok
j (x)cY Y (xi−xj)+μok(x) = cY Y (xi−x); i = 1, . . . , n(x). (10.2.19)

Together with (10.2.15), the system of n(x) + 1 equations can be used to
solve for the n(x) + 1 unknowns, λok

i ’s and μok’s. We can then obtain the
estimated field, Y ∗

ok(x), from (10.2.16); while the variance of estimation error
can be obtained from

σ2
ok(x) = cY Y (0)−

n(x)
∑

i=1

λok
i (x) cY Y (xi − x) − μok(x). (10.2.20)

C. Universal kriging (‘kt’)

This approach is also known as the kriging with a trend (‘kt’) model. In this
method, it is assumed that the global trend can be fitted to the function

Y (x) =
m
∑

k=1

ak fk(x), (10.2.21)
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where the fk’s are basis functions, such as 1, x, y, x2, y2, . . . for polynomial
basis functions, and the ak’s are unknown coefficients; the latter will be elim-
inated in the formulation process. Similar to ordinary kriging, we need to
introduce m Lagrangian multipliers, μkt

k (x), k = 1, . . . ,m. The universal
kriging estimator is given by

Y ∗
kt(x) =

n(x)
∑

i=1

λkt
i (x)Y (xi). (10.2.22)

The weights and Lagrangian multipliers are solved from the system

n(x)
∑

j=1

λkt
j (x) cY Y (xi − xj) +

m
∑

k=1

μkt
k (x)fk(xi) = cY Y (xi − x),

i = 1, . . . , n(x), (10.2.23)

and
n(x)
∑

j=1

λkt
j (x) fk(xj) = fk(x), k = 1, . . . ,m. (10.2.24)

D. Cokriging (‘ck’)

So far, we have discussed the three simplest and most commonly used kriging
methods. A number of important kriging issues remain unaddressed. One
important issue that has not been addressed is kriging of correlated data, or
cokriging. Sometimes two sets of different, but correlated, physical data are
observed, e.g., the hydraulic conductivity and the piezometric head. In such
case, we may use the observed piezometric head to assist in the estimate of
the logarithm of the hydraulic conductivity.

Similar to (10.2.6), we can write

Y ∗
ck(x) = Y (x) +

n(x)
∑

i=1

λck
i (x)[Y (xi)− Y (xi)]

+
m(x)
∑

i=1

μck
i (x)[h(x′

i)− h(x′
i)], (10.2.25)

where the h(x′
i)’s are observed head values at a set of nearby sampling points,

x′
i, i = 1, . . . ,m(x), which may be different from the sampling points, xi, of

the hydraulic conductivity, and the μi’s are weights applied to the observed
head samples. To perform cokriging, it is necessary to obtain not only the
covariance function of the hydraulic conductivity, cY Y (r), but also that of the
piezometric head, chh(r), as well as the cross covariance cYh(r). In practice,
these covariances, particularly the cross covariance, are difficult to come by.
Hence, it is rather difficult to implement cokriging. In Subs. 11.3.2B, however,
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we shall discuss the use of an inverse solution procedure that assists in the
identification of the covariances, as well as the spatial trend of the mean.

With this information available, we can derive the weights from the fol-
lowing set of equations:

n(x)
∑

j=1

λck
j (x) cY Y (xi − xj) +

m(x)
∑

k=1

μck
k (x)cYh(xi − x′

k) = cY Y (xi − x),

i = 1, . . . , n(x), (10.2.26)
n(x)
∑

j=1

λck
j (x) cYh(xi − x′

j) +
m(x)
∑

k=1

μck
k (x)chh(x′

i − x′
k) = chY (x′

i − x),

i = 1, . . . ,m(x). (10.2.27)

Additional details on other kriging issues can be found in textbooks on geo-
statistics, e.g., Deutsch and Journel (1998), Goovaerts (1997), and Stein,(1999).
Particularly, we should mention that Deutsch and Journel (1998) present
computer source codes in Fortran for a number of kriging methods. A review
on kriging is given by de Marsily (1986); see also Ezzedine (2005), and Sun
and Sun (2005).

Before leaving the discussion on kriging, let us recapitulate a few key
points. In modeling flow and transport in groundwater domains, we are faced
(1) with highly heterogenous fields, and (2) with measurements that are taken
only at a relatively small number of locations. Since, usually, fields are highly
heterogeneous, a large uncertainty is involved in determining (by some in-
verse method) the values of parameters at unsampled points. This makes the
estimated spatial distribution of permeability, effectively, a random process.

Given these underlying conditions, our objective is to make the ‘best’ (in
the probabilistic sense) estimation of the parameters of interest at unsampled
points. When we focus our attention on such a point, there is a high proba-
bility that the value there is similar to that at nearby sampled points (where
the probability of the measured value is 100%). At the same time, there is a
small probability that it is also similar to the value at a far away point. It is,
thus, reasonable to estimate the value at the considered point as a weighted
average of the values at some nearby points, with weights, λ1, λ2, . . .. The
question is, ‘what is a rational way of choosing these weights?’ A good start-
ing point is to use weights based on the inverse of the distance, or the inverse
of the squared distance. However, this is somewhat arbitrary. There are cases
in which sampling points are clustered together, and it seems more reason-
able to count them as a single point in the weighted average. Methods that
limit the number of points per quadrant also address this issue of uneven dis-
tribution of sampling points, but, again, the algorithm is arbitrary. Kriging
methods, on the other hand, are based on the theory of random field analysis.
The weights are determined with the objective of minimizing the square esti-
mation error. The problem of data redundancy, due to clustering of sampling
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points, is taken into consideration by detecting the closeness of these data
points; the calculated weights automatically adjust for it. Finally, and most
important, kriging gives an error map that shows how the error increases as
we move away from sampled points. In regions with too few sampled data,
larger errors should be anticipated. If the error is not acceptable, a decision
can be made to seek additional data in these selected regions.

So far, the discussion in this subsection has focused on using kriging in
order to provide the best estimate of domain coefficients. Our interest has
been in the use of interpolated parameter fields for groundwater flow and
transport modeling. However, there are a few issues involved in using kriged
results as input to groundwater models in the event of information uncer-
tainty. For example, it is well known that in a highly heterogeneous field,
kriged results tend to smooth out the heterogeneity (e.g., Deutsch and Jour-
nel, 1998). Hence, generally, the resulting parameter field does not resemble
the true field, in terms of the smaller scale heterogeneity features. If this
smoothed parameter map is used in modeling, certain effects associated with
heterogeneity, such as macrodispersion, may not be accurately modeled.

Another issue is that although, when used in groundwater modeling, krig-
ing provides the best estimate of the parameter field and the variance of
estimation error, this information does not translate into the error in the
predicted results, e.g., heads or solute concentrations. In other words, despite
the fact that the best estimates are used as input, we may not claim that the
output is also the best estimate. In this sense, kriging is just a convenient
interpolation tool for generating the full field information needed for numer-
ical models. Often kriging is used as a selection of interpolation tools in a
software for plotting model output in the form of contour lines. Again, in this
case, kriging is just a convenient interpolation tool and cannot always claim
a statistical advantage over other interpolation methods. For a correct repre-
sentation of a random field employed for producing statistical predictions of
the model results, methods like random field generation (Subs. 10.2.4) and
Monte Carlo simulation (Subs. 10.2.3) are needed. These will be discussed
in subsequent sections.

10.2.2 Sensitivity analysis

Sensitivity analysis is the study of how a system’s response varies with
changes in the various factors on which such response depends (Hill and
Tiedeman, 2007). A system is said to be sensitive to a factor if a small change
in the latter causes a large change in the system’s response. For the purpose
of groundwater modeling, the system of interest is a groundwater aquifer, a
vadose zone, or a groundwater remediation site, the behavior of which de-
pends on the various parameters that appear in the model. In the case of an
aquifer system, the response may be the future piezometric heads or solute
concentrations at certain locations and at certain times, or it may be the
extent of land subsidence at a certain time. Model parameters include the
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geometry of the domain’s boundary, the initial piezometric head distribution,
boundary conditions, forcing functions, physical coefficients, etc. Very often,
due to the lack of sufficient data, the information concerning these factors
may not be reliably available, say from a model calibration process (Step 7
in Subs. 1.2.2). In other cases, these factors, e.g., boundary conditions, or
natural replenishment, may be associated with future events that cannot be
reliably predicted. These uncertainties limit our confidence in the response
or output of the model. As described in Step 9 in Subs. 1.2.2, good modeling
practice requires that the modeler provides an evaluation of the confidence in
the model, possibly assessing the uncertainties associated with the modeling
process and with model predictions. Under such circumstances, a sensitivity
analysis may assist decision makers to assess the impact of these uncertainties
on the model’s forecasts, which, in turn, affect their decisions. The results of
a sensitivity analysis may also guide future data collection activities aimed at
reducing modeling uncertainties. Input information, e.g., model coefficients,
to which model results are more sensitive, would require narrowing the range
of uncertainty; this, in turn, would require more investment in data acquisi-
tion and improved characterization of the modeled site.

While there exist various types of model factors that call for a sensitiv-
ity analysis, in this section we focus on parameter sensitivity, namely, on a
measure of the system’s sensitivity to changes in the values of its physical co-
efficients. For an aquifer system, the physical coefficients are transmissivity,
storativity, hydraulic conductivity, aquifer thickness, etc. If an input param-
eter involves an error of a certain magnitude, it is of interest to find out the
magnitude of error in the model’s output, i.e., in the model’s prediction. If
the estimated error is too large to be acceptable, sensitivity analysis may be
used to determine the degree of refinement needed in the input data in order
to achieve an acceptable accuracy in the output.

Sensitivity analysis is closely related to parameter estimation, or to the
inverse problem, introduced as Step 7, in Subs. 1.2.2 and in Sec. 11.3. Usually,
it is difficult to determine the values of physical parameters of an investigated
domain by direct measurements. Instead, indirect means, such as observing
aquifer response to changes produced by pumping activities, are employed.
Mathematically, an inverse problem is solved. If the response that we choose
to observe is sensitive to a certain parameter, then that parameter stands a
good chance to be accurate. On the other hand, if the response is insensitive
to the variation of a certain parameter, then the mathematical problem can
becomes ill-posed in the presence of data noise associated with the measured
responses.

Generally, we can express a quantity of interest as a performance function,
E. The drawdown in an aquifer, or the concentration of a pollutant at a
certain location and time, may serve as examples. The performance function
depends on a number of parameters, p1, p2, . . ., i.e., E = E(p1, p2, . . .). These
parameters may vary, either because we have control over them, e.g., through
controlling the pumping rate, or because their values are uncertain, such as
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Figure 10.2.2: Sensitivity of drawdown at 1 km from a pumping well due to
(a) ±20% change in transmissivity; and (b) ±20% change in storativity.

the uncertainty associated with aquifer parameters—hydraulic conductivity,
storativity, dispersivity, etc. We are interested in the answer to the following
question: ‘If the value of the parameter, pi, is changed by a certain amount,
say, Δpi, what will be the corresponding change, ΔE, in the performance
function?’ We may express the answer as a sensitivity coefficient, ΔE/Δpi,
or, more precisely, by ∂E/∂pi.

As an example, consider, a pumping test (see Subs. 11.3.1) conducted in a
well in a confined aquifer. During a short time interval, drawdown is caused
within a certain radius of influence. The pumping test analysis is based on
the solution for drawdown, s = s(r, t), known as Theis solution (e.g., Bear,
1979)

s(r, t) =
Q

4πT
W (u), u =

r2S

4Tt
, (10.2.28)

where Q is the pumping rate, r is the radial distance from the well, t is time,
and W (u) is the well function of u. Let the analysis lead to the aquifer param-
eter values T = 300 m2/day and S = 0.0001. These parameters are to be used
for predicting drawdown at a larger distance and longer time. Because of the
limited extent of the sampled aquifer, we suspect that the estimates of both
parameters may be wrong by ±20%. Figure 10.2.2 presents the drawdown
at a distance of 1 km from the well, caused by pumping 900 m3/day for the
period from 1 to 3 months: the solid line represents the predicted drawdown,
while the dashed lines present the drawdown corresponding to the range of
±20% parameter values. We clearly observe that the drawdown is sensitive
to transmissivity changes, but is less sensitive to changes in the storativity.
In fact, at the end of two months, the ±20% transmissivity changes causes
−14% and +20% changes in drawdown, while the same percentage changes
in storativity, cause only −3.0% and +3.7% changes in drawdown. Thus, we
may conclude that a certain change in the value of transmissivity causes a
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Figure 10.2.3: Normalized sensitivity coefficient for a pumping well in a con-
fined aquifer. Solid line: CT ; dash line: CS .

proportional (but opposite) change in the drawdown, while for storativity,
the effect is, roughly, only 15% (also opposite). This type of information can
be useful to a manager in evaluating model predictions.

We can refine the above concept by making the changes in parameter
values infinitesimally small. This leads to sensitivity coefficients defined as the
derivatives ∂s/∂T and ∂s/∂S. These quantities, however, are dimensional and
do not give the correct notion of the proportionality between the considered
changes. Hence, it is better to use the normalized sensitivity coefficients,
defined as

CT =
T

s

∂s

∂T
, CS =

S

s

∂s

∂S
. (10.2.29)

These quantities are functions of distance and time, as well as of T and S
(but they are not functions of the well’s discharge, Q). We also note that
the solution (10.2.28) is written in terms of the dimensionless variable u that
combines distance and time. Hence, it is possible to express the result in terms
of u, rather than, separately, in terms of r and t (Cheng, 2000). Figure 10.2.3
presents CT and CS as functions of u in a semi-log scale. These curves are
universal, for all values of r, t, T and S.

To interpret Fig. 10.2.3, we note that u ∼ r2 and u ∼ t−1. Hence, the
right side of the abscissa indicates a large distance, or small time, while
the left side shows small distance, or long time. We also observe that the
two curves intersect at u = 0.102. For any u < 0.102, the drawdown is
more sensitive to changes in transmissivity than in storativity. Particularly,
as u → 0, corresponding to a small distance from the well, or a long time
after pumping, CT → −1 and CS → 0. Thus, a certain percentage change in
transmissivity causes an equal, but opposite, percentage change in drawdown.
As for storativity, we note that the sensitivity diminishes with time. We
also note that the right portions of the curves go to positive and negative
infinity, respectively, indicating infinite sensitivity. However, realizing that
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this part corresponds to t→ 0 or r →∞, when the magnitude of drawdown
is practically zero, these behaviors are of no practical value.

We should remark that the above example is based on an analytical solu-
tion; hence, the sensitivity coefficients could be obtained analytically. How-
ever, in general, the solution of a problem is obtained by a numerical method,
using a set of prescribed parameters. The performance function is expressed
in terms of discrete values at the nodes, E = {E1, E2, . . .}. We also note that
the parameter vector, p = {p1, p2, . . .}, does not necessarily represent differ-
ent parameters. In a numerical solution, p could refer to the same parame-
ter, e.g., the hydraulic conductivity, but in different zones, p = {K1, K2, . . .}.
Hence, we may express these sensitivity coefficients in the matrix form

∂E
∂p

=

⎡

⎢

⎢

⎢

⎢

⎣

∂E1
∂p1

∂E2
∂p1
· · · ∂En

∂p1
∂E1
∂p2

∂E2
∂p2
· · · ∂En

∂p2
...

...
. . .

...
∂E1
∂pm

∂E2
∂pm
· · · ∂En

∂pm

⎤

⎥

⎥

⎥

⎥

⎦

, (10.2.30)

where we assume that there are m discrete parameters, and n discrete E-
values. This matrix is called the sensitivity matrix, because it expresses the
sensitivity of the solutions to changes in the individual parameters. This
matrix also plays an important role in the perturbation solution of uncer-
tainty problems (Subs. 10.3.2), and in inverse (parameter estimation) prob-
lems (Sec. 11.3).

In a numerical solution, the derivatives in (10.2.30) cannot be obtained
analytically, and need to be evaluated numerically. This is done by solving
the problem, using a set of selected parameters, say po = {po1, po2, . . .}, to
obtain Eo = {Eo1 , Eo2 , . . .}. We then perturb each parameter value by a
small amount, Δp = {Δp1, Δp2, . . .}, one at a time. In other words, we first
perturb po1, keeping all other parameters unchanged. A new problem is solved
with the set of parameters {po1 + Δp1, p

o
2, p

o
3, . . .}, to obtain a new solution

E(1). We then find the first row of the sensitivity matrix as ΔE(1)/Δp1, where
ΔE(1) = E(1) −Eo. This process continues by solving the problem m times,
each time with one parameter perturbed. The obtained sensitivity matrix is
valid only around that set of parameters, namely, po. For the sensitivity of
the solution around a very different set of parameters, the analysis needs to
be performed again.

The simple example presented in this section shows how the sensitivity
coefficient can be used to assess the impact of uncertain data on a model’s
prediction. In a more complex situation, we may be faced with different and
multiple kinds of uncertainty, requiring an assessment of their overall impact.
In principle, we can, independently, analyze the sensitivity with respect to
each such factor. In the worst case scenario, the resultant range of variation
is the summation of all the individual changes. Such a scenario, however, is
highly unlikely to occur, as it requires that all factors work simultaneously
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in the same unfavorable direction and to their maximum extent. In this case,
the simple sensitivity analysis no longer provides a realistic assessment, and a
full uncertainty analysis that utilizes the probabilistic information is needed,
using techniques such as the Monte Carlo simulation described in the next
subsection.

10.2.3 Monte Carlo simulation

The Monte Carlo method assumes that the modeled phenomena can be repre-
sented by a deterministic mathematical model, with known coefficient values.
For example, groundwater flow in an isotropic confined aquifer is described
by the (deterministic) governing equation (5.4.37), repeated here for conve-
nience, as

S(x, y)
∂h(x, y, t)

∂t
= ∇ · [T(x, y) · ∇h(x, y, t)] +R(x, y, t). (10.2.31)

Given information on the geometry of the domain’s boundary, the initial
and boundary conditions, the recharge rate, R(x, y, t), and full knowledge
of the transmissivity, T(x, y), and storativity, S(x, y), equation (10.2.31)
can be solved to yield a unique prediction (solution) of future head val-
ues, h = h(x, y, t). However, uncertainty is associated with the fact that we
are uncertain about part of the input information. For example, since trans-
missivity and storativity are measured at wide apart locations, their values
cannot be smoothly interpolated to yield reliable information throughout the
field.

The Monte Carlo method deals with the uncertainty described above as a
probability issue. Instead of attempting to obtain the uncertain, or missing
information needed as input, it uses the available (reliable, measured) data to
produce the statistical characteristics (e.g., mean, standard deviation, covari-
ance) of the coefficients associated with the considered flow domain (say, the
transmissivity), and then uses them to create a large number of realizations,
each of which is a possible manifestation of the unknown reality. All these
realizations follow the same statistical characteristics as those of the actual
measured information. Each of these (equally likely to occur) realizations,
e.g., in the form of maps of T(x, y), S(x, y), and R(x, y, t), is used as input
to the deterministic flow and transport model, producing the model’s predic-
tion as output. A large number of simulations is conducted in this way, each
making use (as input) of one of the realizations of the spatial distribution
of the model parameters. Each of the produced outputs contains detailed
information on the distributions of the sought variables, say, space and time
distributions of water levels and contaminant concentrations. Each of these
spatial and temporal functions, for example the concentration ci(x, y, z, t),
where subscript i indicates the simulation number, is a sample taken from
the ensemble space. The ensemble statistics described in Subs. 10.1.3 can
then be applied to this information. In this way, instead of a single deter-
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ministic prediction, obtained by solving the given mathematical model with
known parameters, we obtain many solutions, one for each realization of
the parameter field. From them, we obtain the statistical characterization of
the solution. For example, for a specified location and a specified point in
time, we obtain the mean concentration, c(x, y, z, t), its standard deviation
σc(x, y, z, t), as well as its correlation length and correlation time. The cor-
relation length tells us the persistence of a value in the spatial direction (for
example, if one value is observed at a certain location, how far away may
we anticipate that value to stay about the same) and in time (how long into
the future that value will not change significantly). In fact, the Monte Carlo
method produces much more than merely statistical information. The large
number of (artificially produced) samples allows us to construct a histogram
of any output prediction, such as concentration at a fixed location and fixed
time, and gives the probability distribution of that quantity.

By applying a probabilistic (or statistical) analysis to these many ‘equally
likely to occur’ outcomes, we can provide quantitative, albeit probabilistic,
answers to questions like, ‘what is the probability that the water level will
be below a certain value at this location and time, in response to certain
anticipated precipitation and imposed pumping’. Such information can, in
turn, be used to answer management questions, such as ‘what is the proba-
bility that the aquifer will no longer be able to sustain the current production
rate within a specified future period?’, ‘what is the probability that a given
site will be invaded by a contaminant plume at concentrations that exceed
dictated limits?’, or ‘what is the risk to public health?’ With such risk in-
formation, mitigation measures can be undertaken. We have used here the
term ‘risk’ to mean ‘the probability of certain undesirable event happening’,
e.g., a certain concentration limit being exceeded. In management, this means
the failure of a designed system. Hence, another definition is that risk is the
probability of failure of a designed system. The reliability of a system is then
the complementary part of risk (i.e., reliability = 1 − risk). When applied
to groundwater flow and transport, the Monte Carlo method, as described
above, can produce certain risk factors, such as the risk of supplying pumped
water with certain carcinogen exceeding a specified MCL (maximum contam-
inant level). This information can be used as part of the input to a complex
system, such as the risk to public health. The evaluation of the probabilistic
risk of a complex system, containing many independent or correlated risk
factors, is known as risk analysis, or safety assessment.

The Monte Carlo method is a versatile technique that is not limited only
to modeling under conditions of parameter uncertainty, as described above.
There are many other uncertainties associated with the modeling effort. For
example, natural replenishment, which is a random phenomenon resulting
from precipitation, is usually introduced as input to groundwater models.
By analyzing its historical records, the statistical characteristics of precipita-
tion at monitoring points can be obtained and then used to derive synthetic
sequences of future precipitation, with different probabilities of occurrence.
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The relationship between precipitation and replenishment can, for example,
be obtained from the discussion in Subs. 1.1.6. A similar statistical analysis
can be conducted for river stages, which often serve as boundary conditions
in groundwater model. Another typical source of uncertainty is associated
with the location of domain boundaries, or with boundaries of stratigraphic
units of different hydraulic properties.

Although the Monte Carlo procedure seems simple and straightforward, it
is actually not; let us discuss some issues associated with it.

First, to generate the many realizations of the spatial distribution of trans-
missivity and storativity, we need to determine their probability distributions,
i.e., their probability density functions (pdf’s). In most fields, however, the
amount of measured data is insufficient for such purpose. Fortunately, based
on a few studies in which a large quantity of data was indeed available for a
given site, or could be compiled from different similar sites, it was concluded
that the hydraulic conductivity is log-normally distributed (e.g., Freeze, 1975;
Hoeksema and Kitanidis, 1985a; Gelhar 1986, 1993). The same conclusion
may be extended to transmissivity and storativity. With this assumption, the
full determination of the pdf’s is reduced to determining only two statistical
moments: the mean and the standard deviation of the required distributions.

To determine these statistical moments of the pdf, a large number of sam-
ples in the ensemble space is needed. Unfortunately, such ensemble space
does not exist in groundwater modeling, as each investigated hydrogeological
field is unique. As discussed in Subs. 10.1.5, this obstacle can be overcome
by making the assumption of ergodicity. The ergodicity hypothesis allows us
to conduct the spatial statistical analysis by using data collected at differ-
ent locations of the same field, and using the results as the sought ensemble
statistics. However, often, the amount of spatial data is insufficient for pro-
ducing a statistical model with a spatial trend. In other words, we may not
be able to reliably obtain a mean that varies from location to location. Most
likely, we can only obtain a statistically homogeneous mean, meaning that a
constant mean is obtained for the entire field.

For the second moment, e.g., the covariance, the amount of data is most
definitely insufficient for determining its spatial trend. Hence, the covariance
is almost always assumed to be statistically homogeneous; in other words, we
assume that the variance and the correlation length are everywhere the same.
Due to the lack of sufficient data for the construction of a detailed empirical
statistical model, the simulated results are often questionable

The generation of random realizations, required in the Monte Carlo sim-
ulation, calls for the generation of a sequence of random numbers. Although
such sequence can be obtained, for example, by throwing a dice repeatedly,
we use a computerized pseudo random number generator. This is based on
a mathematical algorithm, programmed for a computer, that can generate
a seemingly random sequence of numbers, say, between 0 and 1, with a
certain precision (single, or double precision). Actually, the process is only
pseudo-random, because, given the same ‘seed number’, the same sequence
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of numbers will be generated every time. Using an algebraic transformation,
meaning replacing one variable by another, defined by a functional relation,
this sequence of random numbers, can be mapped onto a Gaussian (normal)
probability distribution. With another transformation, the normal probabil-
ity distribution can be mapped onto a log-normal probability distribution
(Press et al., 1992).

Armed with a random number generator and a probability distribution,
we can now generate the random fields (of parameters, such as storativity
and transmissivity) needed as input for the Monte Carlo simulations of the
considered mathematical model. We divide the modeled inhomogeneous do-
main into a number of small cells, each assumed to be homogeneous. Selecting
one cell to start from, we can ‘randomly’ assign to it a parameter value, say,
the value of transmissivity. We then move to the next cell and assign to it
another random transmissivity value. We continue this process, until the en-
tire transmissivity field is defined. To obtain these transmissivity values, we
start by inserting a ‘seed number’ (between zero and one) into a random
number generator. The random number generator then produces a sequence
of pseudo-random (i.e., almost random) numbers, uniformly distributed be-
tween zero and one. Based on the assumed pdf (for example, log-normal
distribution), and a provided mean and standard deviation, these numbers
are then mapped (= transformed) into the sought transmissivity values. Note
that by conducting a statistical analysis on these random transmissivity val-
ues, we should return to the same mean and standard deviation originally
used for their generation. These transmissivity values can then be assigned,
cell by cell, as described above. This process, however, generates an incoher-
ent random parameter field that does not exhibit a spatial correlation, as
a real field should. In other words, the value selected for one cell bears no
correlation with those assigned to neighboring cells, and the resulting field is
rougher than it should be. In fact, the smaller the cell, the rougher is the field.
In reality, however, if the value in one cell is higher than average, there is a
high probability that the values at neighboring cells will also be higher than
the average. Thus, the values at neighboring cells should be conditionally
generated, on the basis of known information concerning the covariance. The
correct generation of spatially correlated random parameter field is discussed
in Subs. 10.2.4.

Furthermore, once the transmissivity has been generated for all cells, we
need to generate the spatial distribution of storativity. If we allow the random
number generator to arbitrarily select a storativity value for individual cells,
that value may not be physically feasible, as it has been observed that a large
transmissivity is often associated with a low storativity (Freeze, 1975; Dagan,
1979). The conclusion is that the selection of transmissivity and storativity
must be based on a joint probability density function for these two parameters.
This function can be obtained by compiling the storativity and transmissivity
data pairs on a histogram that sorts these values into ranges.
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The above discussion (in which we have used transmissivity and storativity
just as examples of two porous medium parameters) indicates that the gen-
eration of a multidimensional, multivariate, and spatially correlated random
field of the relevant model parameters, to be used as input in a Monte Carlo
simulation, is a complicated process; special algorithms are required for its
generation (e.g., Mantoglou and Wilson, 1982; Mantoglou and Gelhar, 1987;
Tompson et al., 1989; Tompson and Gelhar, 1990; Robin et al., 1993; Bellin
and Rubin, 1996). Obviously, if sufficient attention is not paid, and a wrong
representation is made of the random parameter fields, a wrong output will
be produced. The generation of random parameter fields is further discussed
in the next subsection.

10.2.4 Generation of random field

Generally, there are two types of random parameter fields that can be gen-
erated: conditional and unconditional. The conditional (or constrained) ran-
dom parameter field must satisfy the requirement that its values at sampled
points should be exactly equal to those actually measured, or observed, there.
These measured values are true values (barring measurement and other er-
rors); hence, the generated realizations should conform to this constraint. In
an unconditional (i.e., unconstrained) random parameter field generation, the
observed values are ignored. These types, and the techniques used to generate
them, are discussed below.

A. Generation of an unconditional one-dimensional random field

There exist a number of algorithms for the generation of an unconditional
random parameter field, e.g., the spectral method, the autoregressive mov-
ing average method, and the turning bands method, to mention just a few.
In view of the declared scope of this chapter, we shall demonstrate below,
in some detail, only the spectral method, as applied to the generation of a
one-dimensional random parameter field. The purpose is to demonstrate the
concepts developed so far, in particular the concepts of ensemble and spa-
tial averages, homogeneous and inhomogeneous mean and standard devia-
tion, spatial covariance, and correlation length. The generation of a multi-
dimensional random parameter field is mathematically more challenging, but
can generally be constructed by using a summation of a number of unidirec-
tional processes. We shall also mention briefly a very simple case, based on
the turning bands method. More information on other, more advanced, algo-
rithms can be found in books on geostatistics (e.g., Journel and Huijbregts,
1978; Christakos, 1992).

Figure 10.2.4 compiles 23 core samples of sea bottom sediments taken at
a shallow water site (Badiey et al., 1994, 1996). The left diagram plots the
shear modulus (on a logarithmic scale) versus depth, as inferred from the
number of blow counts needed to drive a pile a fixed distance. The right
diagram gives the porosity profile interpreted by using an empirical formula.
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Figure 10.2.4: Shear modulus and porosity versus depth for 23 cores at the
New Jersey Atlantic Generating Station site (Badiey et al., 1996).

Our goal is to analyze the spatial variability of the site and to generate a
large number of synthetic core profiles that exhibit the same geostatistical
features, to be used as input in Monte Carlo simulations.

We start by observing in Fig. 10.2.4 that the soil beneath the seabed is
highly heterogeneous in the depth direction. In the horizontal direction, we
find that cores are spaced too far apart to be correlated, and that the few
available cores do not permit reliable interpolation in the horizontal direction.
In other words, the small amount of data does not allow us to construct a
reliable three-dimensional spatial distribution of soil properties. Hence, these
data will be used only for analyzing the spatial variability with depth.

Accordingly, we assume that the available cores constitute 23 samples that
form an ensemble space. These data offer us the opportunity to determine a
spatially dependent ensemble average. Based on (10.1.2) and (10.1.4), we can
obtain both the mean and the standard deviation as functions of depth, z.
Particularly, we assume that the shear modulus is log-normally distributed
(i.e., Y (z) = logG(z)); hence, the average is taken with respect to Y (z).
The result is presented in Fig. 10.2.5 as the mean profile plus and minus the
standard deviation envelopes. We can clearly observe that the soil beneath
the seabed has a very strong trend in the depth direction, indicating that
its mean properties are certainly not homogeneous. Therefore, we need to
express the mean logarithmic shear modulus and the porosity, φ, as Y (z)
and φ(z), respectively. We also observe that not only the mean, but also
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Figure 10.2.5: Mean and plus/minus standard deviation envelopes for shear
modulus and porosity (Badiey et al., 1996).

the standard deviation varies with depth; hence, the standard deviations are
expressed as σY (z) and σφ(z).

Next, we need to analyze the covariance (autocovariance), as given by
(10.1.5) and (10.1.8). As discussed earlier, with respect to the variance, it is
clear that the covariance is also depth-dependent. However, both are based
on the observation that the profiles seem to have the same correlation length
in that direction. In the absence of sufficient data for a more detailed analysis,
we assume that the covariance has certain universal features. For example,
we assume that the statistically inhomogeneous covariance can be expressed
as a homogeneous correlation coefficient, modulated by an inhomogeneous
variance, σ2

Y (z), in the form of an envelope function (Priestley, 1965, 1967),

cY Y (z, χ) = σ2
Y
(z)RY (χ), (10.2.32)

where χ is the distance between any two points, and RY is the autocorrela-
tion coefficient defined in (10.1.9). This assumption allows us to construct a
single correlation coefficient function, similar to the semivariogram idea used
in kriging. This empirically constructed relation is shown in Fig. 10.2.6. It is
a fairly typical correlation profile. The integral scale, a measure of the cor-
relation length, defined as the integral of the positive part of the correlation
coefficient (see (10.1.10)), is 1.5 m.
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Figure 10.2.6: Correlation coefficient obtained by performing ensemble statis-
tics on core data.

To prepare for the application of the spectral technique for the generation
of a random field, we need the power spectral density function, defined as
the Wiener-Khinchine transformation of the covariance (Bendat and Piersol,
2000). Applying this transformation to the correlation coefficient

SoY (ω) =
1
π

∫ ∞

−∞
RY (χ)e−iωχ dχ, (10.2.33)

where ω is a spectral frequency, we can express the power spectral density as

SY (z, ω) = σ2
Y (z)SoY (ω). (10.2.34)

The function SoY (ω) is plotted in Fig. 10.2.7.
Without going into further mathematical details, we shall generate multi-

ple realizations of the one-dimensional, nonstationary profiles as the inverse
of a summation of Fourier components of discrete frequencies, each shifted
by a random phase (Shinozuka and Jan, 1972),

Y (z) = Y (z) + 2 σY (z)
N−1
∑

n=0

√

SoY (ωn)Δω cos(nΔω z + θn), (10.2.35)

where θn is a random phase angle, uniformly distributed over [0, 2π], Δω is
a frequency increment, determined from the maximum profile length to be
generated, Zo, as Δω = 2π/Zo, and N is the number of terms in the series,
with N = ωu/Δω, and ωu the cutoff frequency beyond which the power
spectral density becomes negligible and may be truncated. Here, we have
assumed that Y is normally distributed. Using the actual data of Y , σY (z),
and SoY (ω) in Figs. 10.2.5 and 10.2.7, we can now generate any number of
realizations of the shear modulus profile.

Figure 10.2.8 shows a collection of these simulated shear modulus profiles,
to be compared with the real data presented in Fig. 10.2.4. We note that the
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Figure 10.2.7: Power spectral density function.

real data are truncated at various depths, due to the irregularity of the field
sampling, while the artificially generated ones cover the full depth of 45 m.
The visual comparison of these two sets of profiles, in terms of the spatial
trend of the mean, the scattering of the profiles, as well as the correlation
length, appears to be satisfactory.

B. Generation of a multidimensional unconditional random field

So far, we have presented the generation algorithm only for a one-dimensional
random parameter field. We shall now show that multidimensional random
parameter fields can be generated as an extension of the unidirectional pro-
cess. This is based on the space transformation theory, which states that
points in an n-dimensional space (n = 2, 3) can always be mapped onto
coordinates of a lower dimensional object, such as a set of lines or surfaces
(Christakos, 1992). This theory allows us to treat the multidimensional ran-
dom parameter field in a lower dimensional space. Typically, this is much
easier. If the lower dimensional random field is second order homogeneous
(weakly stationary), then the space transformation preserves the second or-
der statistical structure, e.g., the correlation length, in the higher dimensional
random field.

Following is a brief description of the turning bands method (Matheron,
1973; Journal, 1974; Mantoglou and Wilson, 1982) for the generation of two-
dimensional, Gaussian, second order homogeneous random parameter fields.

Figure 10.2.9, shows a two-dimensional field. We select the origin, O, as
a starting point for lines in the directions θi, i = 1, . . . , N , where N is
the number of lines, typically around 16. Along each line, we apply a unidi-
rectional algorithm, e.g., the spectral method introduced above, to generate
realizations of statistically homogeneous random profiles Y1,i(θi), where the
subscript 1 indicates the one-dimensional nature of the profile. We then lay
the spatial grid, shown as dots in Fig. 10.2.9, at which the random parameter
values will be generated. The parameter value at a grid point, represented by
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the vector s, can be expressed as the summation of the values on the N lines
at the projection points, s · θi, i.e.,

Y2(s) =
1√
N

N
∑

i=1

Y1,i(s · θi), (10.2.36)

where Y2 is the two-dimensional random parameter field. More can be found
in Mantoglou and Wilson (1982), Tompson et al. (1989), and Christakos
(1992).

C. Generation of a conditional random field

The techniques presented so far in this subsection generate only uncondi-
tional random fields, meaning that the fields are not constrained and cannot
match the observed values at the sampled points. As the observed values are
considered true values, it is desirable that the generated random fields be
conditional to these observed values.

One technique to generate conditional random fields is to use kriging in
conjunction with the unconditional random field generation algorithms. For
example, we can create a conditional random parameter field based on the
following formula (Journal and Huijbregts, 1978; Delhomme, 1979):

Yc(x) = Y ∗(x) + [Yu(x)− Y ∗
u (x)], (10.2.37)
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Figure 10.2.9: Turning bands algorithm for the generation of a two-
dimensional random field.

in which Yc(x) represents the conditionally generated logarithm of the hy-
draulic conductivity at x, and Yu(x) is the value generated by some uncon-
ditional algorithm. We also note that Y ∗ and Y ∗

u are kriged values, based on
data from the same set of locations. The difference between them is that Y ∗

is a kriged value based on the true (observed) parameter values, while Y ∗
u is

based on one realization of the unconditionally generated random field.
Since kriging is an exact interpolator, meaning that the exact data val-

ues are returned on the observed locations, it can easily be seen that at the
sampled points, xi, the quantity in the square brackets in (10.2.37) vanishes.
Hence, we obtain Yc(xi) = Y ∗(xi) = Y (xi), in which Y stands for the true
value, and the required condition is satisfied. Thus, (10.2.37) takes each un-
conditionally random field and turns it into a conditional one.

10.3 Examples of Uncertainty Problems

As mathematical models of groundwater flow and transport are often for-
mulated as partial differential equations, one strategy to solve uncertainty
problems of groundwater is to formulate and solve them as stochastic differ-
ential equations (SDEs). There are generally two types of SDEs. In one type,
an SDE is a differential equation in which one or more of its parameters is
described by a stochastic (random) process; thus, the resulting solution itself
becomes a random process.

For example, consider the steady state groundwater flow equation (5.1.76),

∇ (K · ∇h) = P −R, (10.3.1)

where P and R are pumping and recharge rates, respectively. This PDE is
subject to the following boundary conditions,
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h = ho on ΓD; qn = qo on ΓN , (10.3.2)

where ΓD and ΓN are the respective parts of the boundary. In (10.3.1) and
(10.3.2), we can consider either the physical parameter, i.e. the hydraulic con-
ductivity K, and/or the forcing terms, i.e. the recharge R and the pumping
P , and/or the prescribe head and flux boundary conditions, as random vari-
ables. If any of the above-mentioned quantities is random, then, obviously,
the solution of (10.3.1) and (10.3.2), in terms of the piezometric head h, is
random. Equation (10.3.1) hence is a stochastic differential equation.

One way to solve the above SDE is by Monte Carlo simulations, as de-
scribed in Subs. 10.2.3. In this technique, we generate a large number of
realizations of the random input variables, such as the random hydraulic
conductivity field, the random recharge, and the random boundary condi-
tions. We then attempt to solve the PDE, one realization at a time. Since, in
a given realization, the parameters are all single-valued, the PDE is solved
as a deterministic boundary value problem.

A difficulty involved in implementing the Monte Carlo method is the large
amount of CPU time required for the simulations. A numerical solution of a
(deterministic) three-dimensional heterogeneous regional scale aquifer, may
require significant computing resources. In the Monte Carlo technique, the
same problem is solved hundreds to a few thousand times, and this number
may even increase exponentially when there exist, simultaneously, a number
of correlated or uncorrelated uncertain variables. Nevertheless, as mentioned
in Subs. 10.2.3, the Monte Carlo technique, due to its versatility, is still
a powerful tool for handling parameter uncertainty in modeling flow and
transport problems (Freeze, 1975; Smith and Freeze, 1979).

In this section, we focus on the second type of stochastic differential equa-
tion, in which we formulate a (partial) differential equation that directly
describes the probability distribution function, or the statistical measures,
of a stochastic process. One of the most known equation of this kind is the
Fokker-Planck equation of statistical physics. In this equation, the time evolu-
tion of a probability distribution function is solved as if it were a deterministic
equation.

This type of SDE, however, does not arise easily, and needs to be formu-
lated on the basis of the problem on hand. Generally, the formulation, and
its solution, is very difficult. This is particularly so if the random quantity
involved is the coefficients of the PDE (such as random hydraulic conductiv-
ity), and if the governing equation is nonlinear. Typically, an approximation
is needed in order to formulate these equations. Often, the approximations
are crude, such that they may not have mathematical convergence proper-
ties, and their applications are limited to certain ranges of input random
parameters (typically requires small variation from mean).

One such approximation technique is the perturbation method. By sepa-
rating the different order terms in the perturbed equations, (approximate)
differential equations are obtained in terms of the mean, standard deviation,
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etc., of the required solution. Particularly, in the first order approximation,
the equation for the mean is often the same as the original deterministic
equation. This fact often provides a certain meaning and justification to the
averaging based deterministic solution, such as the megascopic scale averag-
ing of heterogeneity (Subs. 1.3.4) and homogenization (Subs. 4.2.3).

The advantage of these non-Monte-Carlo-simulation-based methods is that
they require the solution of the differential equation system only once (or once
per approximation order); this should be compared to the hundreds or thou-
sands of times required of the Monte Carlo simulations. Another advantage
is that in certain simple cases, analytical solutions are possible. Analytical
solutions provide explicit relations that show how the predicted outcomes
are affected by the individual parameters. Monte Carlo simulations, and in
fact all numerical solutions, give numerical results that correspond to a set
of input values, without the general parametric insight.

There exist a range of techniques to formulate and solve stochastic differ-
ential (as well as integral) equations. These include the exact stochastic dif-
ferential and integral equations (Cheng and Lafe, 1991; Cheng et al., 1993),
the perturbation method (Dagan, 1982a, 1985; Graham and McLaughlin,
1989a, 1989b), the Neumann expansion method (Zeitoun and Braester, 1991;
Orr and Neuman, 1994; Serrano, 1995), the spectral analysis method (Bakr
et al., 1978; Gutjahr et al., 1978; Gelhar and Axness, 1983; Dagan, 1988),
Green’s function method (Dagan, 1982a; Neuman and Orr, 1993; Rubin and
Dagan, 1988, 1989), the stochastic finite element method (Sagar, 1978; Det-
tinger and Wilson, 1981; Guadagnini and Neuman, 1999a, 1999b), and the
stochastic boundary element method (Lafe and Cheng, 1993; El Harrouni
et al., 1997; Naji et al., 1999).

In the following subsections, we shall discuss a few of these solution tech-
niques.

10.3.1 Random boundary conditions

Consider steady flow in an unconfined, homogeneous aquifer, subject to cer-
tain boundary conditions and to natural replenishment. The governing equa-
tion that predicts the piezometric head (≡ water table elevation), h, is

∇2
x ϕ(x) = −f(x), (10.3.3)

where ϕ(≡ h2) is a potential (see Sec. 4.5 and Subs. 5.4.3), f = 2N/K is
a dimensionless natural replenishment factor, N is the rate of natural re-
plenishment from precipitation, K is the (constant) hydraulic conductivity,
x = (x1, x2) is the Cartesian coordinate vector, ∇2

x (= ∂2/∂x2
1 + ∂2/∂x2

2)
denotes the two-dimensional Laplacian operator, and the subscript x is used
to indicate the coordinate system for the Laplacian operator.

Let (10.3.3) be subject to two types of boundary conditions: a Dirichlet
type and a Neumann type, one on each segment of the boundary. Thus,
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ϕ = h2
o on x ∈ Γϕ,

∂ϕ/∂n = −2Q′
o/K on x ∈ ΓQ,

(10.3.4)

where Γϕ and ΓQ denote the boundary segments with Dirichlet and Neumann
conditions, respectively, andQ′

o is the discharge per unit width of the aquifer’s
boundary (see (4.4.2)). For a well-posed problem, we also need to know the
recharge rate, f . Let ho, Q′

o, and the forcing function, f , be random functions
of space. These random inputs to the solution system render the sought
solution, ϕ = ϕ(x), also a random function. Hence, the system represented
by (10.3.3) and (10.3.4) is a stochastic model.

To extract from this system of equations useful information in terms of sta-
tistical moments, rather than employing the Monte Carlo simulation method
(i.e., solving it one realization at a time), let us directly apply the ensemble
average defined in (10.1.2) to the governing equation and boundary condi-
tions. This leads to the following system, written in terms of the mean ϕ,

∇2
x ϕ(x) = −f(x), (10.3.5)

ϕ = h2
o, on x ∈ Γϕ,

∂ϕ/∂n = −2Q′
o/K, on x ∈ ΓQ.

(10.3.6)

We notice that this system is linear, meaning that superposition is allowed.
Hence, the ensemble averaging operator, which involves summation followed
by division, can be applied to all the above equations without affecting their
form. This means that the system (10.3.5) and (10.3.6) is identical in form
to (10.3.3) and (10.3.4). The implication of the above observation is that
we can solve the stochastic system by using the same solution tools as the
deterministic system, whether analytical or numerical. Another implication is
that if the mean of the boundary condition and forcing function (right hand
side of (10.3.3)) are used as input, the deterministic solution is, in fact, the
mean response of the system. The same conclusion cannot be made for the
case of parameter uncertainty discussed in Subs. 10.3.2.

The next quantity of interest is the covariance, defined as

cab(x, ξ) = [a(x) − a(x)][b(ξ)− b(ξ)] = a′(x)b′(ξ), (10.3.7)

(see (10.1.5)), where a and b stand for two different quantities, e.g., head and
discharge, or precipitation rate and river stage, that we wish to correlate, and
x ≡ (x1, x2) and ξ ≡ (ξ1, ξ2), are two locations in the considered domain.
Although different symbols are used to distinguish between the two locations,
x and ξ are points in the same Cartesian coordinate system. We also note
that the prime denotes a deviation from the mean, e.g., a′ = a − a and
b′ = b− b. The covariance is the most general form of the second statistical
moment. It correlates two different quantities at two different locations. The
correlation of the same quantity at two different locations is expressed by
the autocovariance, caa(x, ξ). To complete the picture, the variance expresses
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the deviation form the mean of a single variable at the same location. The
variance is defined as caa(x,x) = σ2

a(x).
To derive the differential equation for the covariance, we subtract (10.3.5)

from (10.3.3), obtaining

∇2
x ϕ

′(x) = −f ′(x). (10.3.8)

This equation governs the perturbed quantities (from the mean). The same
treatment can be applied to the boundary conditions.

Next, we write an equation identical to (10.3.8), but at a different location,
say, ξ. We can multiply these two equations by each other: left side by left
side, right side by right side, and take the ensemble average of the resultant
equation. This produces the stochastic differential equation for the covariance

∇2
x∇2

ξ cϕϕ(x, ξ) = cff (x, ξ). (10.3.9)

In the above equation, the product of the Laplacian operator can be expanded
to yield

∇2
x∇2

ξ ≡
∂4

∂x2
1∂ξ

2
1

+
∂4

∂x2
1∂ξ

2
2

+
∂4

∂x2
2∂ξ

2
1

+
∂4

∂x2
2∂ξ

2
2

. (10.3.10)

We notice that the covariances, hence also the governing equation, are de-
fined in a four-dimensional space, (x1, x2; ξ1, ξ2). The following boundary
conditions are needed

cϕϕ(x, ξ) on x, ξ ∈ Γϕ,
cQ′Q′(x, ξ) on x, ξ ∈ ΓQ,
cϕQ′(x, ξ) on x ∈ Γϕ and ξ ∈ ΓQ,
cQ′ϕ(x, ξ) on x ∈ ΓQ and ξ ∈ Γϕ.

(10.3.11)

Together with information on aquifer recharge, and on the autocovariance,
cff , and its covariance with the aquifer’s boundary conditions, cfϕ and cfQ′ ,
the system composed of (10.3.10) and (10.3.11) constitutes a well-posed
boundary value problem that can be solved by utilizing available numerical
techniques. For example, Cheng and Lafe (1991) used the boundary element
method. The discussion of such numerical techniques is beyond the scope of
the present book. Instead, in what follows, we shall present a one-dimensional
example for which an analytical solution can be derived. Through such exam-
ple, we hope to gain not only an understanding of the stochastic differential
equation solution system, but also of the physical meaning behind the ob-
tained solution.

Consider a phreatic aquifer in the form of an elongated strip flanked on its
two opposite sides by rivers with random stages: H1 and H2. The aquifer’s
replenishment, N(x), is a result of random precipitation, (see Fig. 10.3.1).
The governing equation (10.3.3), simplified to one dimension, becomes
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Figure 10.3.1: A phreatic aquifer flanked by two rivers with surface replen-
ishment.

d2ϕ(x)
dx2

= −f(x), (10.3.12)

where f = 2N/K. The boundary conditions, expressed in terms of the present
solution variable, are

ϕ(0) = ϕ1 = H2
1 , ϕ(L) = ϕ2 = H2

2 . (10.3.13)

The solution to such problem is

ϕ(x) = −
∫ x

0

∫ x′′

0

f(x′) dx′ dx′′

+

[

ϕ2 − ϕ1 +
∫ L

0

∫ x′′

0

f(x′) dx′ dx′′
]

x

L
+ ϕ1. (10.3.14)

Given the spatial distribution of the recharge function, f(x), the above ex-
pression can be integrated. Although (10.3.14) looks like an explicit solution,
ϕ(x) is, in fact, a random function, because the input to the system, ϕ1, ϕ2

and f , are random. The solution (10.3.14) is just one realization of many,
and, therefore, is of no value.

In a stochastic analysis, our goal is to obtain a solution expressed in terms
of the statistical moments, such as the mean and standard deviation of the
water table elevation, of the flux, etc. In order to find solutions in terms of
these moments, the boundary conditions and recharge need to be processed in
order to provide the relevant statistical measures. For example, f is processed
into f and cff , ϕ1 into ϕ1 and σ2

ϕ1
, etc. With these boundary conditions, we

can obtain a solution by taking the ensemble average of (10.3.14), yielding

ϕ(x) = −
∫ x

0

∫ x′′

0

f(x′) dx′ dx′′
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+

[

ϕ2 − ϕ1 +
∫ L

0

∫ x′′

0

f(x′) dx′ dx′′
]

x

L
+ ϕ1. (10.3.15)

We note that (10.3.15) has the same form as (10.3.14), except that mean
boundary conditions and mean recharge are used.

Although the solution for the mean is (almost) trivial, our interest lies in
the second moment, i.e., the variance of the solution. For example, we may
ask: ‘If we know that the stage in the left river can vary by a certain mag-
nitude, with respect to the mean, characterized by the standard deviation,
and the right river stage by another magnitude, what will be the range of
variations in the water table elevation in the middle of the aquifer?’, or ‘What
will happen if the left river stage and right river stage are correlated?’. They
can be positively correlated, meaning that if one river stage is high, then the
other tends also to be high, because they may be influenced by the same
weather pattern. Or, they may be negatively correlated, that is, if one is
high, then the other is low, as when water is diverted from one river to the
other. What will be the range of water table uncertainty in such cases? What
is the effect of spatial correlation of the replenishment on aquifer response?
Replenishment patterns may have a large correlation length, such that when
replenishment is high at one location, it is also high at all locations. Or, it
can be uncorrelated, such that it varies from one location to the next. In
addition, the recharge rate and the river stage may be correlated, as they are
both the consequence of precipitation, one through infiltration, and the other
through runoff. All these questions can be quantitatively answered from the
solution for the covariance presented below.

To obtain the solution for the covariance, we have first to find the solution
for the deviations from the mean, ϕ′ = ϕ−ϕ. This is obtained by subtracting
(10.3.15) from (10.3.14),

ϕ′(x) = −
∫ x

0

∫ x′′

0

f ′(x′) dx′ dx′′

+

[

ϕ′
2 − ϕ′

1 +
∫ L

0

∫ x′′

0

f ′(x′) dx′ dx′′
]

x

L
+ ϕ′

1, (10.3.16)

where f ′, ϕ′
1, and ϕ′

2 are deviations. Recall that the covariance is the en-
semble average of the product of two fluctuating quantities, observed at two
locations, x and ξ, say, cab(x, ξ) = a′(x)b′(ξ). We can write an equation iden-
tical to (10.3.16), but located at ξ, multiply the two equations by each other,
and take the ensemble average of the result. This operation produces the
rather lengthy, but general solution for the autocovariance of ϕ,

cϕϕ(x, ξ) =
(

1− x

L

)

(

1− ξ

L

)

σ2
ϕ1

+
xξ

L2
σ2
ϕ2

+
(

x

L
+

ξ

L
− 2xξ

L2

)

σϕ1ϕ2
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+
xξ

L2

∫ L

0

∫ L

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′

− x
L

∫ ξ

0

∫ L

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′

− ξ

L

∫ L

0

∫ x

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′

+
∫ ξ

0

∫ x

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′

−
(

1− ξ

L

)∫ x

0

∫ x′′

0

cfϕ1(x
′) dx′ dx′′ − ξ

L

∫ x

0

∫ x′′

0

cfϕ2(x
′) dx′ dx′′

−
(

1− x

L

)

∫ ξ

0

∫ ξ′′

0

cfϕ1(ξ
′) dξ′ dξ′′ − x

L

∫ ξ

0

∫ ξ′′

0

cfϕ2(ξ
′) dξ′ dξ′′

+
(

1− ξ

L

)

x

L

∫ L

0

∫ x′′

0

cfϕ1(x
′) dx′ dx′′ +

2xξ
L2

∫ L

0

∫ x′′

0

cfϕ2(x
′) dx′ dx′′

+
(

1− x

L

) ξ

L

∫ L

0

∫ ξ′′

0

cfϕ1(ξ
′) dξ′ dξ′′, (10.3.17)

where we note the definitions σ2
ϕ1
≡ ϕ′

1ϕ
′
1, σϕ1ϕ2 = ϕ′

1ϕ
′
2, cfϕ1(x) = ϕ′

1f(x),
etc. The above solution can be simplified for some special cases.

First, consider the case of random river stages, but deterministic recharge.
In this case, (10.3.17) drastically simplifies to

cϕϕ(x, ξ) =
(

1− x

L

)

(

1− ξ

L

)

σ2
ϕ1

+
xξ

L2
σ2
ϕ2

+
(

x

L
+

ξ

L
− 2xξ

L2

)

σϕ1ϕ2 .

(10.3.18)
Particularly, the variance becomes

σ2
ϕ(x) =

(

1− x

L

)2

σ2
ϕ1

+
x2

L2
σ2
ϕ2

+ 2
(

x

L
− x2

L2

)

σϕ1ϕ2 . (10.3.19)

In the above equation, we observe that σ2
ϕ changes from σ2

ϕ(0) = σ2
ϕ1

on the
left side of the aquifer to σ2

ϕ(L) = σ2
ϕ2

on the right side, as dictated by the
boundary conditions. It then varies quadratically between these two values.
To gain a further understanding of this solution, let us be more specific.

Let us assume that the variance of river fluctuation on the right side is
twice that on the left side, i.e., σ2

ϕ2
= 2σ2

ϕ1
. We can normalize the variance

in (10.3.19) by σ2
ϕ1

and rewrite it in the form

σ2
ϕ(x)
σ2
ϕ1

=
(

1− x

L

)2

+
x2

L2

σ2
ϕ2

σ2
ϕ1

+ 2
x

L

(

1− x

L

) σϕ2

σϕ1

Rϕϕ(0, L)

= 1− 2
x

L
+ 3

x2

L2
+ 2
√

2
x

L

(

1− x

L

)

Rϕϕ(0, L), (10.3.20)
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Figure 10.3.2: Head variance for the two river problem—random river stages.

where

Rϕϕ(0, L) =
cϕϕ(0, L)
σϕ1 σϕ2

=
σϕ1ϕ2

σϕ1 σϕ2

, (10.3.21)

is the autocorrelation coefficient between the left and right river banks.
Next, let the left and right river banks be uncorrelated, i.e., Rϕϕ(0, L) = 0.

In this case, (10.3.20) is plotted as the middle curve in Fig. 10.3.2. In this
figure, we make the interesting observation that the variance of the water
table elevation, which characterizes the magnitude of uncertainty, is smaller
in the aquifer’s central portion than on either the left or the right portions.
In fact, this observation should not be surprising—if the two river stages
are not correlated, there is a higher chance that their effect will compensate
each other. On the other hand, if the two river stages are fully correlated,
Rϕϕ(0, L) = 1, i.e., if one river stage is high, the other one will also be high,
with full certainty, then the head variance is shown as the upper curve in
Fig. 10.3.2. We observe that the head variance is bounded between the two
boundary values. Finally, if the two stages are fully, but negatively, correlated,
Rϕϕ(0, L) = −1, and their effects always offset each other, and the variance
is low in the middle of aquifer.

Following similar derivation, we can obtain the variance for the discharge
per unit aquifer width, in the form

σ2
Q′ =

K2

4L2

(

σ2
ϕ1

+ σ2
ϕ2
− 2σϕ1ϕ2

)

. (10.3.22)

We note that, due to the restriction of the current model to the steady state
assumption (i.e., large correlation time), the discharge variance is not a func-
tion of space. The continuity requirement dictates that the discharge be con-
stant of space.

Similarly, we can normalize the above equation to the form



Uncertainty Problems 685

4L2 σ2
Q′

K2 σ2
ϕ1

= 1 +
σ2
ϕ2

σ2
ϕ1

− 2
σϕ2

σϕ1

Rϕϕ(0, L). (10.3.23)

By substituting values of σ2
ϕ2

= 2σ2
ϕ1

, and Rϕϕ(0, L) = −1, 0, 1, we may
readily conclude that the discharge variance is smallest when the two river
stages are fully correlated, and largest if they are negatively so.

Next we examine the effect of random natural replenishment, particularly
its correlation length, on the variance of water table elevations. In this case,
we also assume that the river stages are deterministic, such that (10.3.17)
reduces to

cϕϕ(x, ξ) =
xξ

L2

∫ L

0

∫ L

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′

− x
L

∫ ξ

0

∫ L

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′

− ξ

L

∫ L

0

∫ x

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′

+
∫ ξ

0

∫ x

0

∫ ξ′′

0

∫ x′′

0

cff (x′, ξ′) dx′ dξ′ dx′′ dξ′′. (10.3.24)

The autocovariance function, cff (x, ξ), can be constructed from the spatial
distribution of precipitation, based on historical records, and the above ex-
pression can be integrated. However, as discussed in Subs. 10.2.1, due to the
lack of dense spatial data, the autocovariance (or equivalently, the semivari-
ogram) is, typically, assumed to be statistically homogeneous. In other words,
rather than being a function of any two locations, x and ξ, the covariance
cff (x, ξ) is a function of the separating distance, χ(= |x − ξ|), only, and
cff (x, ξ) = cff (χ). We also note that σ2

f = cff (0) is constant everywhere.
A typical model of the autocovariance function, used for fitting observed

data, takes the form
cff (χ) = σ2

f e
−χ2/�2 , (10.3.25)

where � is a correlation length related to the integral scale I (see (10.1.10))
by

� =
2√
π
I. (10.3.26)

Despite the simplicity of the function in (10.3.25), the integration in (10.3.24)
cannot be carried out analytically. Let us examine two limiting cases.

First, consider the fully correlated case, that is, the correlation length
�→∞. Equation (10.3.25) becomes cff (χ) = σ2

f , and (10.3.24) can be easily
integrated to yield

cϕϕ(x, ξ) =
σ2
f

4
xξ(L − x)(L − ξ). (10.3.27)
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Figure 10.3.3: Head variance for the two river problem—random recharge.

The variance is given by

σ2
ϕ(x) =

σ2
f

4
x2(L − x)2. (10.3.28)

We plot this head variance, normalized by the recharge variance, as the top
curve in Fig. 10.3.3. We observe that the variance is largest in the middle of
the aquifer, and drops to zero, as constrained by the deterministic river stage
conditions at the banks. On this figure, we also plot the head variance, ob-
tained numerically (Cheng and Lafe, 1991), for various �/L values. We notice
that as the correlation length decreases, the recharge distribution fluctuates
more in space, and the variance in water table elevations decreases.

The above stochastic analysis is based on the steady state groundwater
flow equation (10.3.3). The transient analysis is presented by Cheng et al.
(1993) and Cheng (2000).

Through the above examples, we have demonstrated, albeit only for rather
simplified cases, that for aquifer flow problems with deterministic (i.e., fully
known) aquifer parameters, but random boundary conditions and natural
replenishment, a direct formulation and solution for the statistical moments,
such as the mean and the covariances, is possible. Generally, of course, a
numerical method is needed for such solution.

10.3.2 Uncertain parameters

The random boundary condition and recharge problems, discussed in the
previous subsection, are linear ones. In other words, if we solve the problem
with one realization, that is, one set of boundary and recharge conditions,
and then solve it for another realization, the sum of these two solutions is
also a solution that satisfies the sum of the governing equations and bound-
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ary conditions. This superposition property allows the ensemble average to
be directly applied to the differential equation to produce the stochastic dif-
ferential equations for the mean and the covariances.

The general stochastic groundwater flow and transport problems, however,
are nonlinear. Consider, for example, the problem of random parameters,
i.e., the hydraulic conductivity, or the dispersion coefficient, is a random
spatial function. In such cases, the solution of a problem with a spatially
varying hydraulic conductivity cannot be added to another solution with
a different spatially varying hydraulic conductivity, as the sum of the two
solutions does not satisfy the sum of these two governing equations with
different hydraulic conductivities. As a consequence, the ensemble averaging
cannot be directly applied to the governing PDE. Hence, we must seek a
different approach, which, typically, will involves approximation. One such
approximation method is the perturbation method, briefly introduced below.

A. Perturbation method

The perturbation method is a well-known technique for solving nonlinear,
deterministic problems (Nayfeh, 2000). In this method, we express the pa-
rameters and the solution as a sum of terms with descending order of mag-
nitude. For example, we may express the solution, h, which depends on the
parameter K, in the form

h = ho + εh1 + ε2h2 + . . . ,

K = Ko + εK1 + ε2K2 + . . . , (10.3.29)

where ho, h1, h2, . . . and Ko, K1, K2, . . . are perturbation quantities of dif-
ferent orders, and ε (� 1) is a small parameter. The above expressions are
then substituted into the original (nonlinear) governing equation. The latter
is expanded and sorted into a polynomial in terms of ε. Terms of the same
polynomial degree are considered to be the same order of magnitude. When
terms of the same order of magnitudes are collected and set to zero, we obtain
a set of linear equations, each representing the contribution to the solution
in a certain order of magnitude. These linear equations are solved and the
final solution is the sum of the different order of magnitude terms.

For a problem described by a stochastic model, the perturbation method
is applied in a different way. We start by considering multiple realizations in
an ensemble space. For example, consider a groundwater problem with un-
certain hydraulic conductivity, K. The hydraulic conductivity and the piezo-
metric head, h, are random functions. From their ensemble spaces, we can
find their (ensemble) mean, K and h. For each realization, the perturbations,
or deviations, are defined as K′ = K−K and h′ = h−h. We note that by this
definition, the ensemble mean of the perturbations is zero, h′ ≡ 0 and K′ ≡ 0.
Our goal is to approximately separate the solution into two parts: one that
can be written and solved in terms of the mean, and one that is written and
solved in terms of the perturbed quantities. However, for the separation to



688 MODELING UNDER UNCERTAINTY

be reasonably accurate, similar to the deterministic perturbation technique
described above, it is necessary that the perturbed quantities, K′ and h′, be
one order of magnitude smaller than the mean.

From our experience, we know that in a highly heterogeneous formation,
the hydraulic conductivity can vary over several orders of magnitude. Hence,
its deviation from the mean is certainly not small! In the perturbation so-
lution method, we often use Y = ln K, instead of K, as the parameter to be
perturbed. Although the range of variation of Y is much smaller, the small
perturbation assumption is still not satisfied. The perturbation method has
been used as one of the major tools for analyzing stochastic models; reason-
ably good results (as confirmed by comparing with Monte Carlo simulations)
have been obtained.

Let us consider a groundwater problem in which the goal is to predict
the piezometric head, h(x, t), and/or the contaminant concentration, c(x, t),
when the physical parameters appearing in the model are uncertain. Be-
cause of this uncertainty, we regard these variables as random functions that
depend on a range of input parameters (data), such as the aquifer’s pa-
rameters, the recharge, the boundary conditions, and the geometry of the
domain. Some of the input parameters are known (certain), while others are
not (i.e., they are uncertain). Let us denote the uncertain input parameters
as ζ ≡ (ζ1, ζ2, . . . , ζn). These parameters may cover many situations. As
examples of such parameters, we may mention the constant, but uncertain,
hydraulic conductivity of a homogeneous domain, or the discrete transmissiv-
ity or storativity values prescribed for each zone of a heterogeneous aquifer
that is subdivided into a number of zones (or elements in the FE numeri-
cal solution). Other examples are the recharge rate in a zone, the value on
a boundary segment, or, in the case of an uncertain boundary, the uncer-
tain Cartesian coordinates (x, y) of a boundary node. Hence, in general, h is
not only a function of space and time, but also a function of all the certain
and uncertain input information. Since our focus here is on uncertainty, we
shall show, explicitly, the dependency only on the uncertain parameters, and
write h = h(ζ) = h(ζ1, ζ2, . . . , ζn). In order to solve the uncertainty problem,
we need to know the statistical moments of these uncertain input parame-
ters, e.g., the mean, ζ1, ζ2, . . ., the variance, σ2

ζ1
, σ2

ζ2
, . . ., and the covariance,

σζ1ζ2 , σζ1ζ3 , . . .. Typically, the statistical input stops at the second moment,
as higher moments are either of no interest as a part of the prediction, or
they cannot be reliably obtained from the limited amount of data.

Next, we consider a single realization of the uncertainty problem, with
a given set of input parameters, ζ1, ζ2, . . .. Each of these parameters can
be expressed in terms of a perturbation from its mean, ζ′1 = ζ1 − ζ1, ζ

′
2 =

ζ2 − ζ2, . . .. In the perturbation method, it is essential to assume that the
perturbation is much smaller than the mean, i.e., ζ′1 � ζ1, ζ

′
2 � ζ2, . . .. With

this assumption, we can write the Taylor series expansion of the function,
h(ζ), with respect to these (small) perturbation parameters, around their
respective mean values. For example,
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h(ζ) = h(ζ) +
n
∑

i=1

∂h(ζ)
∂ζi

ζ′i +
1
2

n
∑

i=1

n
∑

j=1

∂2h(ζ)
∂ζi∂ζj

ζ′iζ
′
j +O(ζ′3), (10.3.30)

where the higher order terms may, generally, be discarded.
In the above development, we have assumed that h is an analytical ex-

pression such that we can take its derivatives. In a general problem, however,
h is obtained by using a numerical method, so that it is expressed in terms
of discrete values at the nodes, h = {h1, h2, . . .}. We also note that the pa-
rameter vector ζ can represent the different values of the same parameter in
different zones, e.g., ζ = {K1, K2, . . .}, where K is the hydraulic conductiv-
ity. Hence, the first derivative in (10.3.30) is generalized to ∂h/∂ζ, which is
similar to the sensitivity matrix (10.2.30). It can be approximately obtained
by following the procedure described in Subs. 10.2.2.

We can obtain stochastic solutions of different orders. In the first order
approximation, we keep only the first two terms on the right hand side of
(10.3.30). Knowing that (10.3.30) represents a realization, we can take the
ensemble mean of this equation, obtaining

h(ζ) ≈ h(ζ). (10.3.31)

In performing the above operation, we have made use of the fact that the
mean of the perturbations of a quantity is zero; here, ζ′ = 0. Equation
(10.3.31) is a simple and powerful result. It states that in order to obtain
the mean of a solution, h(ζ), that is accurate to first order (in terms of the
Taylor series expansion), all we need to do is to solve a deterministic prob-
lem, using the estimated mean values of parameters, ζ, as input data. This
statement is similar to the one made in the preceding section for the random
boundary condition problems (see (10.3.5) and (10.3.6)). However, the differ-
ence is that (10.3.5) and (10.3.6) are exact mathematical statements, while
the statement in (10.3.31) is an approximation.

To obtain a more accurate estimate, we retain the third term in (10.3.30),
and derive a second order approximation. After taking the ensemble mean,
we obtain

h(ζ) ≈ h(ζ) +
1
2

n
∑

i=1

n
∑

j=1

∂2h(ζ)
∂ζi∂ζj

σζiζj , (10.3.32)

where σζiζj = ζ′iζ
′
j is the covariance between the properties ζi and ζj , with

i = j, and σζiζi = σ2
ζi

expresses the variance. We note that the correction
term for the mean is based on the covariances of the input parameters. The
latter are readily available as a part of the input information.

To obtain the variance of the predicted piezometric head, we first subtract
(10.3.32) from (10.3.30), obtaining

h′(ζ) = h(ζ)− h(ζ) ≈
n
∑

i=1

∂h(ζ)
∂ζi

ζ′i. (10.3.33)
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Figure 10.3.4: Glover’s (1959) solution for seawater-freshwater interface.

In the above equation, we did not retain the higher order terms because
they will produce the third and fourth moments that are not modeled in
the second order approximation. We continue by taking the self product of
(10.3.33), and then the ensemble mean. This yields the variance in the form

σ2
h ≈

n
∑

i=1

n
∑

j=1

∂h(ζ)
∂ζi

∂h(ζ)
∂ζj

σζiζj . (10.3.34)

It is thus the sum of all the input covariances, multiplied by the sensitivity
coefficients. Or, since h is, generally, a vector, we can find the covariance
between two such values, say h1 and h2, in the form σh1h2 .

Sometimes, we are interested in correlating two different quantities, such as
head and discharge, or head and concentration. Denoting the second quantity
as g = g(η), where η = (η1, η2, . . .) are the same or a different sets of random
parameters, we can express the covariance between h and g in the form

σhg ≈
n
∑

i=1

m
∑

j=1

∂h(ζ)
∂ζi

∂g(η)
∂ηj

σζiηj . (10.3.35)

B. An analytical example

To gain some physical understanding of the formulas developed above, let
us examine a simple problem, for which an analytical solution can be ob-
tained. Consider a two-dimensional seawater intrusion problem (Chap. 9).
Figure 10.3.4 shows a vertical cross-section normal to the coast of a homoge-
neous (K = const.) confined coastal aquifer of infinite depth, with a steady
state seawater-freshwater interface. A uniform groundwater discharge (per
unit length of shoreline) of Q′ enters the aquifer from the landside. Adopting
the Ghyben-Herzberg approximation (Subs. 9.2.2), the seawater head, hs, in
the seawater region is considered to be constant and steady. The constant
seawater and freshwater densities are denoted by ρs, ρf , respectively. The
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parabolic interface elevation, expressed by z = ξ(x), takes the form of the
Glover solution (Glover, 1959; Cheng and Ouazar, 1999),

ξ(x) =

√

2δQ′x
K

+
δ2Q′2

K2 , (10.3.36)

where δ = ρf/(ρs − ρf ), as introduced in (9.2.6).
With this data, we pose the following question: if the input parameters,

e.g., K and Q′, appearing in (10.3.36), are uncertain, and we know only their
statistical measures, K, Q′, σ2

K
, σ2

Q′ , and σKQ′ , what is the mean shape of the
interface, and what is its standard deviation?

To answer this question, we turn to the perturbation equations, (10.3.32)
and (10.3.34), for mean and variance, respectively. In order to derive a shorter
mathematical expression as the final result, we express (10.3.36) in a different
way, by solving for x as a function of ξ,

x(ξ) =
K

2δ Q′ ξ
2 − δ Q′

2K
. (10.3.37)

Thus, rather than finding the mean depth of the interface, ξ, at a given
x, we seek the mean location, x, of a specified interface depth, ξ. The re-
sults are consistent within the same perturbation approximation order. As
observed in (10.3.32) and (10.3.34), to obtain the mean and variance, x(ξ)
and σ2

x(ξ), respectively, we perform the differentiations, ∂x/∂K, ∂x/∂Q′, etc.
Since (10.3.37) is an analytic expression, we readily obtain

x =
K

2δ Q′ ξ
2 − δ Q′

2K

+
δ Q′

2K

[

K
2

δ2Q′2
σ2

Q′

Q′2
ξ2 − σ2

K

K
2 +

(

1− K
2
ξ2

δ2Q′2

)

σKQ′

Q′ K

]

, (10.3.38)

σ2
x =

1
4

(

K

δ Q′ ξ
2 +

δ Q′

K

)2
(

σ2
Q′

Q′2
+
σ2

K

K
2 − 2

σKQ′

Q′ K

)

. (10.3.39)

To obtain a better understanding of the above solution, let us consider the
following numerical example: δ = 40, K = 69 m/day and Q′ = 3.9 m2/day.
We also assume that the coefficients of variation (= the standard deviation
divided by the mean) of both K and Q′ are 20%. Hence, σ2

K
/K

2
= σ2

Q′/Q′2 =
0.04. Finally, we assume that the outflow rate and the hydraulic conductiv-
ity are uncorrelated, and, hence, σKQ′ = 0. With these data, we can calcu-
late the mean from (10.3.38) and the variance from (10.3.39). The resulting
mean interface location, together with the (plus/minus) standard deviation
envelopes, are plotted in Fig. 10.3.5.

In this figure, we note that the range of uncertainty in the interface location
is rather large, and that this range increases as we move inland. This happens



692 MODELING UNDER UNCERTAINTY

50 100 150 200

35

30

25

20

15

10

5

Depth
   (m)

Distance (m)

Mean interface location

Plus/minus S.D.

Figure 10.3.5: The mean seawater-freshwater interface, with ± standard de-
viation envelopes.

despite the fact that we have assumed only 20% for the coefficient of variation
in the input parameters. In reality, these input uncertainties are likely to be
larger. These predictions, of course, are inherent in the underlying physics. In
fact, in Chap. 9 we learn that the seawater-freshwater interface is sensitive to
the various physical conditions, as enhanced by the small density difference
between seawater and freshwater.

Under such conditions, how do we cope with a degree of uncertainty that
is too large to be acceptable for management purposes? The situation can be
significantly improved if we make a few actual observations of the interface
location. Once we know these (several) ‘true’ locations, the uncertainty prob-
lem is transformed into a conditional probability problem (Dagan and Zeitoun,
1988). In other words, at the observation points, the uncertainty (standard
deviation) envelopes will be ‘pinned’ to zero width, due to the ‘certainty’ at
these points. Then the uncertainty cannot grow in the unconstrained fashion
shown in Fig. 10.3.5.

Additional analytical solutions of uncertainty problems can be found in
the literature. For example, Cheng and Ouazar (1995) discuss the uncertain
groundwater drawdown predicted by the Theis solution, resulting from un-
certainty in the transmissivity and the storativity. Naji et al. (1998a) discuss
the uncertain location of the interface in a coastal aquifer with pumping wells.

Let us recapitulate. In the above example, we have demonstrated the per-
turbation procedure for the solution of a stochastic model. First, we set up a
deterministic model, whether analytical or numerical. Then, we acquire the
statistical measures of the input data, mean and standard deviation, consid-
ered to be uncertain. The effect of parameter uncertainty (standard deviation)
on the output uncertainty is enhanced (or dampened) by the sensitivity of the
output with respect to that parameter, with sensitivity defined as the partial
derivative given in (10.3.34). Depending on the case, the partial derivatives
are obtained analytically or numerically. We need to find the approximate
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sensitivity of the solution, by perturbing the uncertain input data by a small
amount and observe the changes in the output. In a numerical solution, the
uncertain input parameters may be the many discrete values of the same
physical parameter at different locations. Finally, the mean and the standard
deviation of the predicted solution are assembled, based on (10.3.32) and
(10.3.34).



Chapter 11

OPTIMIZATION, INVERSE, AND
MANAGEMENT TOOLS

The management of a groundwater system—an aquifer, or a system of
aquifers—alone, or conjunctively with surface water sources, aims at achiev-
ing certain goals through a set of decisions concerning the development
and/or operation of the system. Typically, the same goal or goals can be
achieved by different management alternatives, each involving a specific set
of decisions. Management means the selection and implementation of the
best, or optimal set of decisions.

To define what constitutes an optimal decision for a given system, a quan-
titative measure of achievement is needed. Usually, the latter is expressed in
terms of certain economic outcomes, although other measures of achievement
are also possible. Mathematically, this measure of achievement is expressed
in the form of a (scalar) objective function associated with the behavior of the
considered system. Determining the value of the objective function, requires
information on the future behavior of the considered system, in response to
the implementation of these decisions prior to implementing them. This in-
formation can be obtained from the solution of models that are believed to
represent the physical reality of the system. In fact, most of this book is
devoted to the construction of such models.

In general, there are three types of groundwater management problems:
(a) problems associated with water quantity, such as water supply, water al-
location, extraction operations, and conjunctive utilization of surface water
and groundwater, (b) problems associated with water quality, such as con-
trolling the quality of supplied water, protection of groundwater quality, and
remediation of contaminated aquifers, and (c) problems associated with water
policy, management directives, and regulations. Only the first two types will
be discussed in this chapter. The discussion will focus on the fundamentals
of selecting the optimal alternative set of decisions for aquifer management,
i.e., one that maximizes or minimizes a specified objective function, without
violating constraints imposed on the system. The simulation-optimization
approach to the problem will be presented. Management problems belonging
to the third type, must address such issues as the socio-economic aspects of
allocating water resources to different economic sectors, monetary and so-
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cial costs, the impact on the environment, the effects on ecosystems, and the
effects on the health of the population.

Altogether, the main objective of this chapter is to present a brief in-
troduction to groundwater resources management, based on mathematical
optimization techniques that are commonly used in practice. We shall also
discuss some parameter identification and inverse problems, an important
step in the groundwater modeling process (Step 7 in Subs. 1.2.2), which are
typically solved by employing optimization techniques.

11.1 Groundwater Management

Not all decision alternatives are permissible, or feasible, as some may be
forbidden by specified technical, economic, legal, and societal constraints. A
management alternative will be considered unfeasible if the system’s response
to its implementation violates at least one specified constraint. In the sections
to follow, we shall discuss some procedures for searching and selecting the
optimal solution for certain types of problems.

Let us begin by presenting some typical examples of optimization terms
and concepts that pertain to groundwater management. (See Sec. 11.2 for
the definition of terms.)
Examples of state variables: (a) Water levels; (b) Concentrations of
specified chemical species; (c) Extent of land subsidence; (d) Extent of sea-
water intrusion.
Examples of decision variables: (a) Number and locations of new
(pumping and/or artificial recharge) wells; (b) Pumping schedule and rates
of existing or new wells; (c) Extent of seawater intrusion (as this value is
closely associated with the rate of freshwater discharge to the sea).
Examples of objective functions: (a) Total net benefits from operating
the system during a specified period of time, or present worth of total net
benefits, if timing of future costs and benefits is taken into account, and we
wish to maximize this value; (b) Total cost of clean-up operations aimed at
removing contaminants from an aquifer, and we wish to minimize this cost;
(c) Total cost of a unit volume of water supplied to consumers, and we wish
to minimize this cost; (d) Total consumption of energy required for operating
the system, and we wish to minimize this quantity; (e) Sum of absolute values
of the difference between certain desired water levels and actual ones (or sum
of squares of differences) at all points of a grid covering the aquifer, and
we wish to minimize this sum; (f) Total mass of a contaminant removed by
clean-up operations, and we wish to maximize this amount; (g) Expected
land subsidence, and we wish to minimize this quantity.

Generally, the value of an objective function is associated with certain rel-
evant physical processes. For example, the objective function ‘cost of pump-
ing’, which we wish to minimize, may depend on the total pumped volume of
water, as well as on the water table elevations at the pumping wells during
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pumping (as these elevations affect the cost of energy required for raising the
water to ground surface). Water table elevations, in turn, depend on aquifer
properties, such as transmissivity and storativity, and on the number of wells,
on their location, and on certain well characteristics.
Examples of constraints: (a) Water levels at specified locations should
not rise above specified maximum elevations, or should not drop below spec-
ified minimum ones; (b) Spring discharge should not drop below a specified
minimum; (c) Base flow in a stream fed by groundwater should not drop be-
low a specified minimum; (d) Concentrations of certain chemicals in solution
in the water pumped at specified locations should not exceed specified thresh-
old values; (e) Land subsidence should not exceed specified values; (f) Total
pumped water volume should satisfy at least the demand for water in a given
region; (g) Pumping (and/or artificial recharge) rates should not exceed the
installed pumping (and/or artificial recharge) capacities; (h) The residence
time for water injected into an aquifer, before being pumped, should exceed
a certain minimum period; (i) The length of the intruding seawater wedge in
a coastal aquifer should not exceed a specified value.
Examples of management decisions: (a) What should be the total
volume of water to be pumped from a considered aquifer, say annually. (b)
Should the annual withdrawal from the aquifer be at a fixed rate, or may it
vary from year to year? (c) What should be the spatial and temporal distri-
butions of pumping and artificial recharge? (d) What should the quality of
the pumped water be? (e) How should we allocate water of different qualities
to different users, e.g., domestic, agricultural, and industrial ones, in order
to achieve certain economic goals? (f) How can we balance the conjunctive
use of groundwater and surface water? (g) How can groundwater availability
be increased by making use of artificial recharge techniques, say, by injecting
treated wastewater, or by injecting intercepted flash floods? (h) What should
be the water levels maintained in streams and lakes that are hydraulically
connected to the aquifer? (i) What should be the capacity of new installations
for pumping and/or artificial recharge, their location, and the time schedule
for their construction? (j) Where should we locate pumping wells for the
removal of contaminants, within the framework of clean-up operations?

As stated earlier, in all cases, a specified goal can be achieved by imple-
menting alternative sets of decisions. In order to reach the optimal set of
decisions, we have to calculate the actual value of the objective function for
every such considered set (= management alternative). In view of this state-
ment of the groundwater management problem, it is obvious that forecasting
the response of an aquifer system to a suggested management alternative is
an intrinsic part of the procedure for determining the optimal management
scheme. We must know the future values of relevant state variables that will
occur in the aquifer as a result of implementing a proposed set of decisions
(a) in order to examine whether they violate specified constraints, and (b)
in order to examine the value of the resulting level of achieving the objective
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function. This book is dedicated to the tool that enables us to make the re-
quired forecasts, namely, the model of the investigated system. The definition
of a model and the process of modeling were discussed in Sec. 1.2.

Sometimes, our knowledge of the modeled physical system is uncertain.
For example, we may not know the system’s physical parameters to a suf-
ficient degree of accuracy, due insufficient measured data. In some cases,
uncertainty may be associated with the prediction of future events, e.g., nat-
ural replenishment. Then the mathematical optimization model changes from
deterministic to stochastic (Chap. 10). In fact, in practice, conditions of un-
certainty are more the norm than an exception. In a stochastic management
problem, the input parameters are given as statistical measures, e.g., as the
mean and variance of these parameters. As a consequence, the optimal solu-
tion will depend on the desired reliability of prediction. In other words, the
more we want to guarantee the success of the management scheme, of course,
without violating the imposed constraints, the more conservative measures
need to be taken, leading to results which are farther from being optimal.

11.2 Optimization

11.2.1 Optimization problem

In mathematics and in systems analysis, the term optimization, refers to the
procedure in which one seeks to determine the best solution to a problem by
assigning values to a set of problem variables, referred to as decision variables,
or design variables, such that a certain function, called the objective function,
which depends on these variables, will attain its maximum or its minimum
value. The terms ‘decision variable’, and ‘objective function’ were defined
earlier. While seeking the optimal values of the decision variables, we have to
make sure that the constraints imposed on these values, or on the system’s
state variables, are not violated. In general, there are many solutions that
satisfy the imposed constrains. Each such solution is referred to as a feasible
solution. The optimal set of decision variables is obtained by systematically
searching throughout the decision variable space, with the objective of finding
the feasible solution (= set of decision variables) that constitutes the optimal
solution, i.e., leads to either the maximum or the minimum value of the
objective function, or sufficiently close to these values. We notice that, as
optimization is a mathematical procedure, the objective must be quantifiable.
This may involve assigning numerical values to qualitative descriptions.

An optimization problem can be constrained or unconstrained. In an un-
constrained problem, all solutions defined in the decision variables space are
feasible solutions (although only one of these feasible solutions is the opti-
mal one). In a constrained problem, certain ranges of the decision variables
produce infeasible solutions; these regions must be excluded from the search
for optimal solution. The infeasible solution regions are delineated by the im-
posed constraints. The latter can be applied to the decision variables them-
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selves, e.g., the pumping rate at a well may be limited to a maximum value,
determined by the capacity of the equipment, and to a minimum value set by
the feasible economical operating condition. In general, the constraints can be
algebraic equalities or inequalities, involving linear or nonlinear combinations
of the decision variables. The constraints may also depend, implicitly, on the
decision variables through another system that has to be solved. For exam-
ple, we may want to maximize the pumping in a region, but may also want
to prevent the resulting land subsidence from endangering a historical build-
ing. In such a case, a separate model—the land subsidence model—should be
added as a constraint.

With the above introduction, we can now formulate the mathematical
statement of optimization. We shall use Z (a real-value) to denote the ob-
jective function. The value of Z is assumed to depend on a set of n decision
variables, x1, x2, . . . , xn(≡ x). We shall assume the existence of a set of m
functions fj , j = 1, . . . ,m, that express m constraints, each of which may
depend on location, time, and many other parameters. The jth-constraint is
expressed by making fj either greater than, equal to, or less than a certain
constraining value, bj. Our goal is to determine the set of decision variables,
x, so as to maximize or minimize the objective function, Z, without violat-
ing the m constraints. Let us put this statement into the following concise
mathematical formulation:

Determine the values of the decision variables, xi, i = 1, 2, . . . , n, so as to

(Maximize, Minimize)Z(x),with respect to x,
subject to: fj(x) (>,=, <) bj, j = 1, . . . ,m. (11.2.1)

The process of finding the solution to this problem is called optimization.
Note that the decision variables may be limited to a set of discrete values.

It is important to note that when an optimization problem is associated
with a groundwater system, we have to include ‘satisfying the flow model’ as
one of the constraints. This means that the mass flow model, comprising the
balance equation that describes the flow in the groundwater system, say in
terms of water table elevations, together with the initial and boundary condi-
tions, constitutes a set of constraints that have to be satisfied. If groundwater
quality aspects are also involved, then satisfying the appropriate transport
model, say in terms of concentrations of the participating chemical species,
also constitutes a constraint. This comment is valid for both steady state and
transient flow and transport problems.

As mentioned above, the process of optimization involves conducting a
search in the multidimensional space that contains all the feasible values
of the decision variables. Generally, this space is continuous and contains
an infinite number of possible values. Although, in the solution process, the
search space is discretized, its multidimensional nature makes a brute force
search difficult, if not impossible. Hence, a well guided and efficient search
algorithm is essential to the success of optimization.
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There exist a large number of different optimization techniques; only a few
of them will be discussed in this chapter.

Linear programming is an easy and efficient technique for finding the op-
timal solution for the class of problems in which the objective function is
linearly dependent on the decision variables, and all the constraints are also
linear equalities, or inequalities. This technique is discussed in Subs. 11.2.2. If
either the objective function, or the constraints, or both, are nonlinear func-
tions of the decision variables, linear programming is no longer applicable,
and nonlinear programming techniques are required. Nonlinear constraints,
however, are rather difficult to handle. Often, problems with such constraints
are converted to ones without constraints (≡ unconstrained optimization prob-
lem) by utilizing a penalty method. These unconstrained problems can then
be solved by the gradient search method described in Subs. 11.2.4. The gra-
dient method requires the objective function to be twice differentiable with
respect to the decision variables, in order to facilitate the identification of
search direction.

Many optimization problems have objective functions and search spaces
that are discontinuous, discrete, multiply connected, or nonconvex, with each
such space having a large number of local optima. It is difficult to handle such
cases by the traditional techniques, such as the gradient search and nonlin-
ear programming ones. In recent years, a new generation of optimization
techniques, generally known as metaheuristics, e.g., genetic algorithm and
simulated annealing, have emerged for dealing with these problems; some of
them are discussed in Subs. 11.2.5.

11.2.2 Linear programming

Linear programming (LP) is a technique that solves optimization problems
with linear objective functions and linear equality and inequality constraints.
We can set up the mathematical formulation of such a problem in the follow-
ing standard form:

Given an objective function Z, which is linearly dependent on a set
of n decision variables, {x1, x2, . . . , xn} (≡ x), determine the values of
x1, x2, . . . , xn so as to maximize Z,

Maximize Z(x) =
n
∑

i=1

cixi, (11.2.2)

where the ci’s are constant coefficients, subject to the m = (m1 +m2 +
m3) constraints,

n
∑

i=1

aijxi ≤ bj , j = 1, . . . , m1, (11.2.3)
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n
∑

i=1

aijxi ≥ bj , j = m1 + 1, . . . , m1 +m2, (11.2.4)

i
∑

i=1

aijxi = bj , j = m1 +m2 + 1, . . . , m1 +m2 +m3,(11.2.5)

where, following common convention, the bj’s are set to be non-negative,
and the aij ’s can be positive, negative, or zero. The coefficients, aij , bi, ci
must all be known constants.

In the above statement, following the usual convention, we have defined
LP-problem as a maximization one. We could equally have defined it as a
minimization problem. Particularly, we note that any minimization problem,
say MinimizeZ, can be easily transformed into a maximization problem, if
we define Z ′ = −Z, and then use MaximizeZ ′.

Also, following convention, we require the decision variables to satisfy the
primary constraints, i.e., that the xi’s be real, non-negative values,

xi ≥ 0, i = 1, . . . , n. (11.2.6)

Similar to the above, if a decision variable, xi, is negative, we can define
another one, x′i(= −xi), which is positive. Or, if xi ≥ −c, where c is a positive
constant, we can shift it by that amount, using a new variable, x′i = xi + c,
such that x′i ≥ 0.

Any vector x that satisfies all the constraints in (11.2.6)–(11.2.5) is a
feasible solution. The feasible solution that yields the maximum (optimum)
value of the objective function in (11.2.2) is called the optimal solution. For
management purposes, we may consider each feasible solution a decision. Our
objective is to select the particular decision that maximizes the objective
function, as prescribed by the decision maker.

Once an optimization problem is cast into the standard linear program-
ming form, (11.2.2)–(11.2.5), the common algebraic procedure for solving it
is the simplex method, developed by Dantzig in the late 40’s (Dantzig, 1963).
This procedure is well suited for solution by a digital computer. In what fol-
lows, we shall use a simple example to explain the concept and the critical
steps leading to an LP solution.

A. A graphical view of LP

When an LP optimization problem involves no more than three decision vari-
ables, it is possible to visualize the solution through a graphical presentation.
We shall use this fact to gain some further understanding of the nature of
the LP solution of an optimization problem.

Consider the relatively simple case of groundwater pumping costs pre-
sented by Bear (1979, p. 501). Figure 11.2.1a gives the aerial view of a phreatic
aquifer bounded on three sides by impermeable formations, and on one side
by a river of constant stage. A cross-sectional view is shown in Fig. 11.2.1b.
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Figure 11.2.1: A two-cell aquifer model with pumping wells: (a) Aerial view;
(b) Side view; (c) A two-cell aquifer model.

The aquifer is replenished at the rate N . Water is pumped by two wells, with
discharge rates Qw1 and Qw2 in zones (cells) 1 and zone 2, respectively. The
decision maker’s goals and constraints are stated as follows:

(a) The combined pumping rates from these two wells must be sufficient to
meet at least the minimum demand, D, i.e., Qw1 +Qw2 ≥ D.

(b) The costs of pumping per unit discharge, are C1 and C2(�= C1), for zones
1 and 2, respectively.

(c) The decision maker’s goal is to minimize the total cost, C1Q
w
1 + C2Q

w
2 ,

while still meeting the demand.
(d) The average piezometric head in zone 1 and zone 2, h1 and h2, should

not fall below some prescribed values, ho1 and ho2, respectively.

Question: Assuming a steady state regime, what are the discharge rates
for these two wells, such that the operation costs, Z = Z(Qw1 , Q

w
2 ) will be

minimal?
Before solving this problem, we must realize that a feasible solution may

or may not exist with the above goal and constraints. However, if a feasible
solution does exist, we wish to find the optimal one, i.e., the one that mini-
mizes the operation costs, Z. Thus, our optimization goal is to determine Qw1
and Qw2 , so as to
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Minimize Z(Qw1 , Q
w
2 ) = C1Q

w
1 + C2Q

w
2 , (11.2.7)

subject to the constraints:

Qw1 +Qw2 ≥ D, (11.2.8)
h1 ≥ ho1, (11.2.9)
h2 ≥ ho2. (11.2.10)

Furthermore, there exist two obvious constraints that have to be satisfied:

Qw1 ≥ 0, (11.2.11)
Qw2 ≥ 0. (11.2.12)

In addition, the flow model, which consists of appropriate balance equations
for the cells, must be satisfied. As stated above, this is an additional con-
straint. In fact, this constraint expresses certain relationships between piezo-
metric heads and pumping rates. For simplicity, the flow model is described
by the Finite Volume Method (FVM) (Sec. 8.2). Figure 11.2.1 shows the flow
domain as represented by the two cells. The transmissivity, T, is assumed to
be constant in both cells. We express the mass balance equations (constant
water density) for the two cells (Fig. 11.2.1c) in the form

NwL−Qw1 + Tw
h2 − h1

L
− Tw

2h1

L
= 0, (11.2.13)

NwL−Qw2 − Tw
h2 − h1

L
= 0. (11.2.14)

In these equations, we have used the approximations Q1 = Twh1/(L/2) and
Q2 = Tw(h2 − h1)/L, in accordance with the FVM. We can easily solve
the above equations for h1 and h2, as functions of Qw1 and Qw2 . Substituting
these expressions into (11.2.9) and (11.2.10), we can now summarize the entire
system in the standard form of an LP problem:

Determine Qw1 andQw2 , such that the objective function, Z(Qw1 , Qw2 ), satisfies:

Minimize Z(Qw1 , Q
w
2 ) = C1Q

w
1 + C2Q

w
2 , (11.2.15)

subject to the constraints:

Qw1 +Qw2 ≥ D, (11.2.16)

− L

2Tw
Qw1 −

L

2Tw
Qw2 ≥ ho1 −

L2N

T
, (11.2.17)

− L

2Tw
Qw1 −

3L
2Tw

Qw2 ≥ ho2 −
2L2N

T
. (11.2.18)

Qw1 ≥ 0, (11.2.19)
Qw2 ≥ 0. (11.2.20)
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Figure 11.2.2: Graphical solution of a LP problem with two decision variables.

All the above expressions are linear with respect to the decision variables,
Qw1 and Qw2 .

Since the above equations contain only two variables, it is possible to
examine the feasible solution domain, as defined by the above constraints, in
a two-dimensional plot. First, let us introduce specific parameter values. We
assume that D = 45 Mm3/yr (1 Mm3 = 106 m3), C1 = 0.2 MU/m3 (MU ≡
monetary unit), C2 = 0.1 MU/m3, w = 10 km, L = 10 km, T = 10, 000 m2/d,
N = 0.360 m/yr, ho1 = 2.5 m, and ho2 = 5 m. Substituting the above data into
(11.2.16)–(11.2.18), we obtain

Qw1 +Qw2 ≥ 4.5× 107, (11.2.21)
−1.37× 10−7Qw1 − 1.37× 10−7Qw2 ≥ −7.36, (11.2.22)
−1.37× 10−7Qw1 − 4.11× 10−7Qw2 ≥ −14.73, (11.2.23)

where all terms are in m3/yr. If we set the above equations into the format
of equalities, they will appear as straight lines in the Qw2 –Qw1 plane. This
is shown in Fig. 11.2.2. We then select the half planes that correspond to
the inequality signs, as indicted by the arrows. The intersection of all these
half planes, including the ones defined by (11.2.19) and (11.2.20), is then the
feasible solution domain, shown as the shaded convex polygonal region in
Fig. 11.2.2.

A feasible solution domain may or may not exist, depending on the prob-
lem setup. If a problem is not properly constrained, there would be no inter-
section, a feasible domain does not exist, and the optimization problem has
no solution. Or, if a feasible domain does exist, but it is not bounded on all
sides, there is a direction that the objective function may continue to grow
indefinitely; again, a bounded optimal solution does not exist.
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Figure 11.2.3: A three-dimensional view of pumping cost (Z) versus pumping
rates Qw1 and Qw2 , and the corresponding feasible solution domain.

As our goal is to find the optimal solution inside the feasible domain, we
may ask the following question: ‘Can the optimal solution occur at a point
in the interior of the feasible domain?’ The answer is ‘no’. This can be easily
explained as follows. As the objective function is a linear function of the
decision variables, it has a constant, non-zero (vector) gradient everywhere in
the decision variable space. This means that at any interior feasible solution
point, we can always find a direction in which the objective function will
increase (or decrease in a minimization problem). We can continue to move
in that direction to improve the objective function, until we hit a boundary
(straight line), which corresponds to one of the constraints. On this boundary
line, we can still find a direction along which we can move to improve the
objective function, with the exception that the objective function is a constant
on that line; in that case, the solution is non-unique. Excluding the latter
case, we continue to move along the straight boundary line until we reach an
intersection of two such lines, which is a vertex of the polygon. This vertex
may or may not be our optimal solution, but, at least, we can conclude the
following: In an LP problem, if an optimal solution exists and is unique, it
can only be located at one of the vertices of the feasible solution domain.

Figure 11.2.3 shows how the considered pumping cost problem, with two
decision variables, can be extended to a three-dimension format. This is done
by plotting the objective function Z (≡ cost) as the vertical axis. We observe
that if we start from an interior point on the inclined plane, we can find
a decreasing direction to reach an edge. From the edge, we can move to
a vertex, and continue on to the next vertex with a smaller value of the
objective function. For this problem, the vertex at which the minimum cost
solution is located is identified as the intersection of the two constraints:
(11.2.22) and (11.2.23). Solving these two equalities for the coordinates of the
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vertex, we obtain the optimal pumping rate as Qw1 = 13.7 Mm3/yr, and Qw2 =
31.2 Mm3/yr. The minimum cost is then calculated as 5.87× 106 MU/yr.

The above example involves two decision variables. In general, however,
an optimization problem may involve a large number of decision variables.
In such a case, the decision variable space corresponding to Fig. 11.2.2 be-
comes n-dimensional. As we have observed in the two-dimensional space, the
feasible solution domain is a polygon. In the case of three decision variables,
and a three-dimensional feasible domain, it is a polyhedron, while for n di-
mensions, it is an n-dimensional polytope. The feasible solution domain is
bounded by constraints which are (n − 1)-dimensional geometric objects—
lines in two-dimensional space, planes in three-dimensional space, and hyper-
planes in higher dimensions.

When we start from an interior point, we can move in the direction of
decreasing value of the objective function to reach an (n − 1)-dimensional
hyperplane. From there, we continue to the intersection of two hyperplanes
of (n−2) dimensions. This process continues until we reach a zero-dimensional
object—a point (vertex), where n hyperplanes intersect simultaneously. We
may then search around for the next vertex that corresponds to a smaller
value of the objective function. Although this process sounds simple, it is
not so in practice. In the next subsection, we shall present a general solution
method, known as the simplex method.

B. The simplex method

As demonstrated in the previous subsection, the optimal solution of an LP
problem must be located on one of the vertices of the feasible domain. This
important conclusion significantly reduces the effort of finding the optimal
solution. Rather than searching everywhere in the feasible domain, all we
have to do is to check the value of the objective function on all vertices of
that domain, and then select the one at which the objective function reaches
a maximum or a minimum. Although this process sounds easy, it is not all
that simple in a general problem that may involve many decision variables
and constraints. Consider, for example, a problems with n decision variables
and m inequality constraints. Since the decision variables must satisfy non-
negativity constraints, the total number of constrains is really m + n. If we
select any n of these constraints, to be set as equalities, and solve the resulting
equations, simultaneously, we shall obtain the coordinates of the vertex where
all these equations intersect. At most, we should have to examine C(n+m,n)
vertices, where C(·, ·) is the binomial coefficient. For example, if we have an
optimization problem that contains 30 decision variables and 20 additional
constraints, which is a rather modest optimization problem in practice, we
have to calculate the location of C(50, 30) = 4.7× 1013 vertices. Thus, using
brute force is certainly not a feasible solution technique; we need a smart
search algorithm.

The simplex method is one such smart algorithm. In it, we starts from one
of the vertices, e.g., the origin. We then choose an adjacent vertex such that
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the objective function value increases, or, at least, does not decrease. Usually,
there exist many such neighboring vertices, and a pivot rule is specified in
order to determine which vertex is to be selected. Various pivot rules exist, but
we shall not elaborate on them. This process continues until no such vertex
can be found. This means that we have solved the optimization problem.

Without dwelling on the details of the simplex algorithm, let us outline
the steps needed in order to set up an LP problem as an input to a simplex
computer program (e.g., Press et al., 2007).

The first step is to express it in the standard mathematical format of
(11.2.2) through (11.2.5). For the pumping cost problem, represented by
(11.2.7) through (11.2.12), we have to start by transforming (11.2.7) from
a problem of minimizing the cost to one of maximizing the negative cost, by
reversing the sign of the objective function.

Next, we recall that in order to express the constraint equations in terms
of the decision variables only, we were required, as a first step, to solve the
linear system, (11.2.13) and (11.2.14), that represents the flow model. In
fact, in the simple example considered here, we solved these equations an-
alytically in order to arrive at (11.2.17) and (11.2.18). In practice, however,
this is not feasible, as this linear system represents the discrete solution of
the flow model as obtained by a numerical method, because no analytical
solution is possible. One way to overcome this difficulty is to incorporate the
linear system of equations that represent the flow model in the LP system
of equations. This can be accomplished by expanding the definition of de-
cision variables to include variables of state. For the simple two-cell model
presented above, this means that we add h1 and h2 as decision variables, so
that Z = Z(Qw1 , Q

w
2 , h1, h2). While doing so, we are allowed to keep (11.2.9)

and (11.2.10) in their original form, and include the two equalities, (11.2.13)
and (11.2.14), as part of the set of constraints in the LP set of equations.

Another option, stemming from the linearity of the considered problem,
is to start by solving the linear system in terms of influence functions, or in
terms of an influence matrix. For example, let us assume that in the opti-
mization problem, we have n1 discrete head values, h(≡ h1, h2, . . .) and n2

pumping rates, Qw(≡ Qw1 , Q
w
2 , . . .). Since the problem is set up such that the

head values are linearly dependent on the pumping rates, we can condense all
these relations into the matrix form:

{h} = [A] {Qw} , (11.2.24)

where [A] is a n1 × n2 coefficient matrix. We notice that if we set Qw1 = 1,
and Qw2 = Qw3 = · · · = 0 in (11.2.24), we obtain a sequence of equations:
h1 = A11, h2 = A21, . . ., i.e., the first column of the matrix A. This means
that, using a numerical technique, we can construct the influence matrix by
solving it n2 times, each time setting one of the decision variables, Qwi , to
unity, and making all other Qwi -values equal to zero. In this way, the influence
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matrix is assembled, column by column. Equation (11.2.24) is then used to
eliminate the h-variable in the constraint equations.

There is one additional step that needs to be carried out in order to con-
struct the restricted normal form of the problem statement, as required in the
simplex method. In this form, all additional constraints must be equalities.
This goal is achieved by adding to the problem certain additional fictitious
decision variables, Si, called slack variables, one for each inequality, noting
that constraints that are already equalities do not need them. For example,
the constraint (11.2.9), h1 ≥ ho1, is now expressed as h1 − S1 = ho1 by sub-
tracting an unknown S1 on the left hand side. As these Si’s are regarded as
decision variables, it is necessary that Si ≥ 0. For constraint equations with
a ‘≤’ sign, instead of a ‘≥’ sign, we have to add a slack variable to the left
hand side. The values of the Si’s will be solved for together with all other
decision variables. At the end, when we find them as a part of the solution,
we just discard them.

To summarize the above description, let us rewrite the LP problem
(11.2.7)–(11.2.12) in the following form:

Maximize Z(Qw1 , Q
w
2 , h1, h2, S1, S2, S3) = −0.2Qw1 − 0.1Qw2 , (11.2.25)

subject to the primary constraints:

Qw1 ≥ 0, Qw2 ≥ 0, h1 ≥ 0, h2 ≥ 0, S1 ≥ 0, S2 ≥ 0, S3 ≥ 0, (11.2.26)

and to the additional constraints:

Qw1 +Qw2 − S1 − 4.5× 107 = 0, (11.2.27)
h1 − S2 − 2.5 = 0, (11.2.28)
h2 − S3 − 5 = 0, (11.2.29)

−1.01× 107h1 + 3.65× 106h2 −Qw1 + 3.65× 107 = 0, (11.2.30)
3.65× 106h1 − 3.65× 106h2 −Qw2 + 3.65× 107 = 0. (11.2.31)

With the above equations, we can now prepare a matrix, called tableau, to be
used as input in the LP computer program. Table 11.2.1 shows this tableau
for the problem considered here. The values of the coefficients can easily be
understood if we compare this table with (11.2.25)–(11.2.31). With the above
input, the simplex computer program will, more or less, take over and provide
the optimal solution of the considered system.

The simplex method is one of the most widely used computer algorithms
for solving a linear optimization problem. Since it is available from many
commercial and public domain sources, we shall not attempt to offer any
recommendation, other than to point out one such source, vis., the computer
program listing in the book Numerical Recipes (Press et al., 2007).

Let us summarize the simplex solution steps:

(a) Identify the decision variables and define the objective function.
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const Qw
1 Qw

2 h1 h2 S1 S2 S3

0 −0.2 −0.1 0 0 0 0 0

−4.5 × 107 1 1 0 0 −1 0 0

−2.5 0 0 1 0 0 −1 0

−5 0 0 0 1 0 0 −1

3.65 × 107 −1 0 −1.01 × 107 3.65 × 106 0 0 0

3.65 × 107 0 −1 3.65 × 106 −3.65 × 106 0 0 0

Table 11.2.1: Tableau for the pumping cost optimization problem.

(b) State the constraint equations. Remember that the flow model, or the
flow and transport model, is also a constraint that must be satisfied.

(c) Examine the constraint equations for variables. If there exist non-decision
variables, they need to be either incorporated as decision variables, or
eliminated. Two options are possible:

a. Solve the linear system representing the flow model to produce in-
fluence functions, and then use them to eliminate the non-decision
variables in the constraint equations, or

b. Keep the linear solution system as constraint equations without solv-
ing it, but expand the list of decision variables in the objective func-
tion, such that all variables in the constraint equations are decision
variables.

(d) Construct the matrix known as tableau, and it becomes the input of the
simplex computer program.

C. Flow model as a constraint

Let us examine how the simplex optimization procedure can be combined
with a flow model as a constraint, particularly its numerical equivalent. Fig-
ure 11.2.4 shows the map of an aquifer bounded on three sides by imperme-
able boundaries and on one side by a river at a constant stage. Five wells
(nw = 5) operate in the aquifer. The decision maker’s goal is to maximize
the total pumping rate,

Maximize Z(Qw1 , . . . , Q
w
nw

) =
nw
∑

k=1

Qwk , (11.2.32)

subject to the constraints:

(a) The piezometric head in the aquifer should not drop below certain mini-
mum levels,

hi ≥ hmin
i , i = 1, . . . , nh, (11.2.33)

where nh is the number of nodes in the aquifer’s numerical model grid.
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Figure 11.2.4: Map view of an aquifer with pumping wells.

(b) The pumping rates at the individual wells should not exceed the maxi-
mum capacity of the respective pumps,

Qwk ≤ Qw,max
k , k = 1, . . . , nw. (11.2.34)

(c) In addition, the flow model itself constitutes a constraint. It takes the
form of a set of finite difference equations that express mass balance
equations, initial and boundary conditions.

Prior to solving the optimization problem, the decision maker, on the basis
of his knowledge of the physical system, may already have some idea about
the desired distribution of pumping. For example, he may decide to pump as
much as possible in well 1 without any significant impact on the drawdown,
due to the fact that this well is rather close to the river; the pumping in this
well is constrained only by its maximum pumping capacity. For well 2, as it
is near an impermeable fault, the opposite is true. Wells 3 and 4 are near to
each other, and may interfere with each other’s drawdown; hence, these wells,
probably, cannot pump at their maximum capacity and will be restricted
by the head constraint. This is important a-priori qualitative information.
However, in order to obtain the quantitative information required for optimal
operation, the decision maker still needs an optimization tool.

Examining (11.2.32)–(11.2.34), we identify the pumping rates, Qwk , as de-
cision variables. However, the constraints in (11.2.33) are not expressed in
terms of these decision variables; hence, we need to expand the list of de-
cision variables so as to include in it also the discrete piezometric head
values at the nodes. Thus, the objective function is modified to the form
Z(Qw1 , . . . , Q

w
nw

;h1, . . . , hnh
).
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In addition, the flow model, must also be satisfied. This is done by first
constructing the mathematical flow model and then rewriting it by introduc-
ing a discretization scheme as required for its numerical solution.

Let us assume that the considered aquifer is confined, inhomogeneous, and
anisotropic, with principal axes in the x and y directions. We also assume that
the flow is nearly horizontal so that the vertically integrated flow approxima-
tion is applicable. Furthermore, we are interested in long term, steady state
operation conditions. With the above assumptions, the mathematical model
describing the flow in this aquifer is

∂

∂x

(

Txx
∂h

∂x

)

+
∂

∂y

(

Tyy
∂h

∂y

)

=
nw
∑

k=1

Qwk δ(x − xk, y − yk), (11.2.35)

where Txx and Tyy are the principal transmissivities, δ(·, ·) is the Dirac delta
function, and (xk, yk) are well locations. Obviously, we have to add appro-
priate boundary conditions.

For the numerical model, we use, as an example, the cell-centered finite
difference scheme (Subs. 8.1.3), illustrated in Fig. 11.2.4. Equation (11.2.35)
is then replaced by the finite difference equation,

−Ti− 1
2 ,j

Δy
hi,j − hi−1,j

Δx
+ Ti+ 1

2 ,j
Δy

hi+1,j − hi,j
Δx

−Ti,j− 1
2
Δx

hi,j − hi,j−1

Δy
+ Ti,j+ 1

2
Δx

hi,j+1 − hi,j
Δy

= Qwi,j . (11.2.36)

Applying this equation to all active cells, assuming Dirichlet and Neumann
conditions on boundary segments, and leaving the pumping rates as un-
knowns, we obtain the following matrix equation:

[A] {h} − {Qw} = {b} , (11.2.37)

where {h} is a column matrix containing the unknown head values, hi,j ,
numbered as �h1, h2, . . . , hnh

�T , with [..]T denoting the transpose of the
matrix, {b} is the ‘right hand side’ obtained by substituting the bound-
ary values into (11.2.36), and the unknown pumping rates are included in
{Qw} = �0, . . . , Qw1 , . . . , Qw2 , . . . , 0�T . This matrix equation, which ex-
presses the flow model in its discretized form, serves as a constraint in the
optimization model.

With the above information, we are ready to construct the tableau for the
problem as input to the simplex computer program. Table 11.2.2 represents
such a construction. Note that we have omitted the slack variables, which are
associated with the inequality signs. We have, however, included the inequal-
ity signs in the table. Once the type of the inequality is supplied as input to
the program, the latter can, usually, automatically, assign values to the slack
variables. This table represents the complete input needed for the solution
by the simplex program.
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h1 h2 · · · hnh Qw
1 Qw

2 Qw
3 Qw

4 Qw
5 sign RHS

a11 a12 · · · a1nh
0 0 0 0 0 = b1

a21 a22 · · · a2nh
0 0 0 0 0 = b2

...
...

. . .
...

...
...

...
...

...
...

...
...

...
. . .

... −1 0 0 0 0 =
...

...
...

. . .
...

...
...

...
...

...
...

...
...

...
. . .

... 0 −1 0 0 0 =
...

..

.
..
.

. . .
..
.

..

.
..
.

..

.
..
.

..

.
..
.

..

.
...

...
. . .

... 0 0 0 0 −1 =
...

..

.
..
.

. . .
..
.

..

.
..
.

..

.
..
.

..

.
..
.

..

.
anh1 anh2 · · · anhnh 0 0 0 0 0 = bnh

1 0 · · · 0 0 0 0 0 0 ≥ hmin
1

0 1 · · · 0 0 0 0 0 0 ≥ hmin
2

...
...

. . .
...

...
...

...
...

...
...

...
0 0 · · · 1 0 0 0 0 0 ≥ hmin

nh

0 0 · · · 0 1 0 0 0 0 ≤ Qmax
1

0 0 · · · 0 0 1 0 0 0 ≤ Qmax
2

...
...

. . .
...

...
...

...
...

...
...

...
0 0 · · · 0 0 0 0 0 1 ≤ Qmax

5

Table 11.2.2: Tableau for the maximum pumping rate problem, using the
finite difference method to represent the flow model.

11.2.3 Nonlinear problems and unconstrained optimization

As discussed in the previous section, linear programming optimization re-
quires that both the objective function and the constraints be linear func-
tions of the decision variables. If one of the above conditions is violated, the
problem becomes nonlinear.

Figure 11.2.5a illustrates a case of a linear objective function, with two de-
sign variables, subject to nonlinear constraints. The contour lines describing
the objective function are shown as the parallel dashed lines. As discussed
in Subs. 11.2.2, and observed in Fig. 11.2.5a, the optimal (maximal or mini-
mal) value of the objective function must be located on the boundary of the
feasible solution region. However, unlike the linear constraint case, which fur-
ther requires the optimal objective function value to be located on a vertex,
in the nonlinear constraint case, the optimal value can be located at any
point on the (curved) boundary (or, in higher dimensions, a curved plane or
hyperplane).

Furthermore, if the objective function is nonlinear, then, as illustrated in
Fig. 11.2.5b, the optimal solution may exist in the interior of that domain,
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Figure 11.2.5: Nonlinear optimization problem. (a) Linear objective function
and nonlinear constraints; (b) Nonlinear objective function.

and need not be on one of its bounding curves (or surfaces). This means that
in order to find the optimal solution of a nonlinear optimization problem,
we need to search everywhere in the feasible solution domain, rather than
inspect only vertices on its boundary. As, generally, the search space may
be vast (especially, for a large number of decision variables), an intelligent
search algorithm is required.

Generally, there are two types of search strategies for the optimal solu-
tion of nonlinear problems: constrained and unconstrained. The constrained
search strategy seeks to optimize the original constrained optimization prob-
lem. These search methods are, generally, referred to as nonlinear program-
ming (NLP) methods. They include, among others, quadratic programming,
separable convex programming, and geometric programming, each suitable for
a specific type of problems (Avriel, 2003).

The unconstrained search strategy, on the other hand, seeks to modify the
original constrained optimization problem by transforming it into an uncon-
strained one. Once the unconstrained problem has been formulated, a class
of gradient search methods can be applied to its solution. Generally speaking,
the unconstrained gradient search methods are more general, efficient, and
versatile than the constrained nonlinear programming ones; hence, we shall
limit the discussion below only to the unconstrained gradient search methods.

Before starting the discussion on the gradient search methods, we must ad-
dress the issue of constraints. As all optimization problems have constraints,
how do we cope with them in an unconstrained search technique? The way
to get around the presence of constraints is to treat them as part of the ob-
jective function, through assigning penalties to the latter. This means that
rather than setting barriers that remove the infeasible solution domain from
the search space, we open up the entire domain for search, but impose a
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heavy penalty in subdomains of infeasible solutions in order to ‘discourage’
the search from moving in these directions. The penalty is usually imposed
by creating steep and unfavorable gradients in the objective function in those
domains.

As an illustration, consider the (linear) pumping cost minimization prob-
lem defined by (11.2.7)–(11.2.12). The constraints (11.2.8)–(11.2.10) can be
incorporated into the objective function by modifying the definition of the
objective function in (11.2.7) to the form

Minimize Z ′ (Qw1 , Q
w
2 ) = C1Q

w
1 + C2Q

w
2

+H(D − Qw1 −Qw2 )CQ(Qw1 +Qw2 −D)
+H (ho1 − h1)Ch(h1 − ho1) + H(ho2 − h2)Ch(h2 − ho2). (11.2.38)

In the above equation, H(x) is the Heaviside unit step function, which is equal
to 1 for x ≥ 0, and to 0 for x < 0, and (CQ, Ch)� (C1, C2) are, respectively,
the penalty cost factors (with proper units chosen) for the well discharge and
piezometric head constraints. Equation (11.2.38) states that as long as we
stay within the constraints, (11.2.8)–(11.2.10), the arguments of the Heavi-
side function are negative, and all the terms added to the objective function
become zero; hence, the original problem is unaltered. On the other hand, if
any of the constraints is violated, there is a large cost, linearly proportional
to the extent of violation, added to the total cost.

We notice that in the penalty procedure, the primary constraints, (11.2.11)
and (11.2.12), are not included in (11.2.38), because these are automatically
satisfied if we define the range of the search space to be Qw1 ≥ 0 and Qw2 ≥ 0.
We also note that the flow equations, (11.2.13) and (11.2.14), which form
a set of equality constraints, are not included in the objective function as
penalty, because they are not directly treated as constraints. The flow equa-
tions are independently solved, once a set of the design variable values (in
this case, Qw1 and Qw2 ) is given. In a general multidimensional problem, this
means solving a finite element or finite difference system for which all input
values are given. Once the piezometric head values are solved for, they are
used to evaluate the penalty part of the objective function in (11.2.38). Un-
like the linear (and nonlinear) programming methods (Subs. 11.2.2C), which
incorporate flow equations as constraints, and in that process it becomes nec-
essary to expand the list of design variables to include the piezometric head,
unconstrained optimization uses only the original set of design variables (i.e.,
well discharges) in the objective function; this has the effect of reducing the
size of the design variable search space.

With the above modification of the objective function, we have turned
the constrained minimization problem for the objective function Z to an
unconstrained one in terms of Z ′. Any of the unconstrained search algorithms
can then be used for solving this modified problem.
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11.2.4 Gradient search method

In general, we can classify the gradient search methods into three categories,
depending on the required type of information (Sun, 1994; Press et al., 2007):

(a) Search methods : (Non-gradient based) search methods that require the
evaluation of an objective function only. Example: the Powell method.

(b) Gradient methods: Methods hat require knowledge of the objective func-
tion, as well as information on its gradients (derivatives). Examples: the
steepest descent and the conjugate gradient methods.

(c) Second order methods : Further to the above, the second derivatives,
known as the Hessian matrix, are needed. Examples: the quasi-Newton
and the BFGS methods.

The pros and cons of the above search strategies can be summarized as
follows. It is obvious that in an unconstrained optimization problem, the value
of the objective function, corresponding to a specified set of decision variables,
is the easiest to evaluate. To evaluate its gradient, perturbations are made on
the decision variables, and finite difference formula is used to approximate
the derivatives. In a problem with n decision variables, n such derivatives
have to be evaluated. It is even more complex and costly to construct the
second derivatives at a point. In fact, the second derivative, or the Hessian
matrix, is often approximated by using the stored gradient information of
previous iteration steps. The reason for using higher order methods is that
they converge much faster and fewer iterations are needed in order to find
the final, optimal solution.

A. Bracketing method

This method is based on the idea of bracketing in finding the root of an
equation. In root finding, given a continuous, one-dimensional function, Z(x),
our goal is to find the root xr, such that Z(xr) = 0. We start from an initial
pair of ‘brackets’, [x1, x2], that delimit a relatively large segment, on which
we hope that a root exists. By evaluating the function at these bracket points,
we check the result: if we obtain Z(x1)Z(x2) < 0 (that is, the functions are of
opposite sign), we are guaranteed a root in the range between these brackets.
In the simplest method, we can narrow down this range by bisecting the
interval. Choosing x3 = (x1 + x2)/2, we can check the signs of Z(x1)Z(x3)
and Z(x2)Z(x3). By discarding the interval in which the root does not exist,
we have halved the interval. This process continues until the interval is small
enough for the desirable accuracy.

The search for the minimum of a function is similar to the search for the
zero value. The process, however, begins with three points, say x1 > x2 > x3.
If we find that Z(x2) < Z(x1) and Z(x2) < Z(x3), a minimum must exist
between x1 and x3. We can then bisect the intervals [x1, x2] and [x2, x3]
and check the above condition for the existence of a minimum. The interval
without a minimum is discarded. This process continues until a prescribed
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Figure 11.2.6: Method of steepest descent.

precision is reached. This method can be extended to multidimensional func-
tions, using methods such as the Powell method (Press et al., 2007), in which
the bracketing is conducted in successive one-dimensional directions. In other
words, we search for the minimum by varying one variable at a time. The pro-
cess is iterated until the change in the objective function becomes sufficiently
small. Obviously, this is not an efficient algorithm.

B. Method of steepest descent

The method of steepest descent is a gradient search method in which the
evaluation of local gradients (first derivatives) is needed. To illustrate the
concept, we shall use an example with two decision variable. Figure 11.2.6
shows an objective function in a two-dimensional search space, Z(x1, x2). We
start with a pair of decision variables and evaluate the objective function.
This point is shown on the objective function surface. Our goal is to descend
to the bottom of the surface by taking some finite size steps. The question
is: ’what is the best direction to place our next ‘trial’ ’?

We observe that there are many downhill directions that lead to a decrease
in the objective function. However, there is only one direction that is the
steepest; it is given by the negative gradient

−∇Z = − ∂Z

∂x1
i− ∂Z

∂x2
j. (11.2.39)

Hence, we need to evaluate the two partial derivatives at the current location.
These partial derivatives can point to the direction of steepest descent. In
addition to the direction, we also need a step size in an effort of moving
downward. A certain empirical formula is used to determine the proper step
size that can guide the solution smoothly downhill to the bottom of the
‘valley’.
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C. Conjugate gradient method

Despite its simplicity, the method of steepest descent does not work well for
highly distorted gradient fields, e.g., for a ‘valley’ that is long and narrow. In
such a case, the best direction is that which connects the current point to the
bottom of the valley. However, this direction generally does not coincide with
the local direction of steepest descent. By ‘conjugating’ the current gradient
and the gradients of the previous steps, we can improve the search for that
direction. This improved method is called the conjugate gradient method. In
Subs. 8.7.1 we have demonstrated the steps in a conjugate gradient method
for solving a linear equation system by minimizing an objective function.
Details of this and other variations of the conjugate gradient method can be
found in books on numerical methods and optimization (e.g., Press et al.,
2007; Sun, 1994).

D. BFGS method

We notice that the information based on a gradient suggests only a direction,
but not the size of the step to be taken. The latter is determined empirically,
through experimenting. To obtain a suggestion of step size, we need informa-
tion on the higher derivatives; this leads to second order methods. As these are
the more efficient and widely used method, let us present them, particularly
the BFGS method (Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; Shanno,
1970) in more details.

Assume that in the process of successive trials, in search of the optimum,
we are in the ith trial location, expressed by the decision variable vector, xi.
Let the true solution be located at x, which is a small distance Δxi away. We
can approximate the objective function at x by a multivariate Taylor series
expansion, including up to the second order terms:

Z(x) ≈ Z(xi) +
(

Δxi
)T · ∇Z(xi) +

1
2
(

Δxi
)T ·H(xi) ·Δxi, (11.2.40)

where x, xi, and Δxi are n× 1 column matrices, the notation (.)T indicates
matrix transpose, and H is the Hessian matrix, defined as

H =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

∂2Z
∂x2

1

∂2Z
∂x1∂x2

· · · ∂2Z
∂x1∂xn

∂2Z
∂x2∂x1

∂2Z
∂x2

2
· · · ∂2Z

∂x2∂xn

...
...

. . .
...

∂2Z
∂xn∂x1

∂2Z
∂xn∂x2

· · · ∂2Z
∂x2

n

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (11.2.41)

Next, we take the gradient of (11.2.40) with respect to x, obtaining

∇Z(x) ≈ ∇Z(xi) + H(xi) ·Δxi. (11.2.42)



718 OPTIMIZATION AND MANAGEMENT

In this equation, we note that xi is regarded as a constant when differentiating
with respect to x, while Δxi = x − xi is not a constant. For Z to be a
minimum, we require that at x, we have

∇Z(x) = 0. (11.2.43)

Using the above condition, we can solve (11.2.42) for Δxi, obtaining

Δxi = −H−1(xi) · ∇Z(xi), (11.2.44)

where the superscript in (.)−1 denotes matrix inverse. Hence, Δxi is the
increment for the next trial. In other words, the iterative formula,

xi+1 = xi +Δxi

= xi −H−1(xi) · ∇Z(xi), (11.2.45)

can be used to update the vector of decision variables, until convergence
is achieved. At that point, the minimum solution has been achieved. This
method is called Newton’s method.

Although the Newton method converges very fast near the minimum, it has
several drawbacks. One is that it requires second derivatives of the objective
function. When these are not available analytically, evaluating the derivatives
numerically at every iteration step can be inaccurate and time consuming.
The major difficulty, however, is that when the trial solution, xi, is still far
from the minimum, the Hessian matrix may not be positive definite. In other
words, the search sequence may not converge. Alternative methods, known
as quasi-Newton methods, are often used instead.

In the quasi-Newton method, the inverse of the Hessian matrix, H−1, is
replaced by a symmetric positive definite matrix Gi, which evolves with iter-
ation steps. Eventually, it is expected that it will approximate H−1 near the
true minimum. Hence, the equation

xi+1 = xi − Gi · ∇Z(xi) (11.2.46)

is used to update the selection of decision variables. Different selections of
Gi lead to different quasi-Newton methods. Particularly, the BFGS method
(which is a quasi-Newton method) uses

G1 = I, (11.2.47)

Gi+1 = Gi +

[

1 +

(

Δgi
)T · Gi ·Δgi

(Δxi)T ·Δgi

]

Δxi · (Δxi
)T

(Δxi)T ·Δgi

−Δxi · (Δxi
)T ·Gi + Gi ·Δgi · (Δxi

)T

(Δxi)T ·Δgi
, (11.2.48)

where I is the identity matrix, and
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Figure 11.2.7: A schematic objective function showing the difficulty in finding
the global minimum in optimization: (a) A local minimum that can trap a
gradient search; (b) A possible global minimum that can be found only if
we start the search nearby; (c) A discontinuity with gradients on two sides,
pointing in different directions; (d) A discontinuous search space; and (e) a
discrete search space.

Δgi = ∇Z(xi+1)−∇Z(xi). (11.2.49)

This completes the definition of the iteration steps in the BFGS scheme.
We note that although the BFGS method is classified as a second order

method, it actually avoids the evaluation of the second derivative by approxi-
mating the Hessian matrix, using first derivatives. Hence, it has the efficiency
of a Newton method, yet without the deficiency of the cumbersome evaluation
of second derivatives.

We shall not go into further details of the BFGS method, nor of other
gradient methods for optimization. Subroutines for a number of the search
methods mentioned above are presented by Press et al. (2007).

In the optimization methods presented so far, we have made a number
of assumptions concerning the objective function and the search space. We
have assumed that the objective function is continuous, and that it has up to
second derivatives. We have also assumed that there exists only one global
minimum or maximum, i.e. there is no local minimum or local maximum that
can ‘trap’ a gradient search. Finally, for the feasible solution domain, we have
assumed that it is simply connected and convex ; a domain is said to be convex
if the straight line that connects any two points within it will not step outside
it. If any of the above conditions is violated, the methods presented above,
such as the LP, NLP, and gradients methods, generally, are not applicable.
A schematic illustration of some of the problematic conditions mentioned
above, are shown in Fig. 11.2.7, using a case with a single decision variable.

Let us continue by focusing on a problem with multiple minima. As the
gradient search relies on the local gradient to descend to the bottom of a
‘valley’ (see Fig. 11.2.6), it always settles to the valley that the local gradient
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points to. It has no way of feeling the existence of any other valleys beyond
this close-by one, although other ‘valleys’ may have lower minima. To identify
the possible existence of other ‘valleys’, the search algorithm must be able to
climb uphill or to jump to another location that is some distance away, and
to start a new exploration track that is beyond the local trap.

The search for a global minimum in the presence of many local minima is a
haphazard business; generally, it depends on an insightful initial guess that is
close to the true solution. One way to overcome this difficulty is to solve the
problem, starting from a large number of different initial trials. Sometimes a
stochastic technique is employed to randomly select these initial trials points
(Ramarao et al., 1995; Jang and Choe, 2002). However, when the number
of local minima is large, sometimes extremely large, even the multiple initial
trials technique may not be feasible. We need some principle to guide the
selection of initial trials. Along these directions, a number of heuristic opti-
mization methods, particularly those based on biological evolution principles,
have been developed. Some of these methods are reviewed below.

11.2.5 Genetic algorithm and simulated annealing

Since the 1980s, a class of non-traditional optimization techniques has been
developed in order to deal with the difficult situations mentioned above, in
which the traditional, and even the heuristic, optimization techniques fail.
These assorted, sometimes curious, techniques are generally referred to as
metaheuristics (meaning beyond heuristic) (Osman and Laporte, 1996; Glover
and Kochenberger, 2003). Examples of these techniques, as applied to ground-
water optimization problems, include simulated annealing (Dougherty and
Marryott, 1991; Marryott et al., 1993; Meyer et al., 1994) and genetic algo-
rithm (Ritzel et al., 1994; McKinney and Lin, 1994; Cieniawski et al., 1995).
These techniques borrow some seemingly irrelevant physical or biological phe-
nomena, and draw an analogy between them and the optimization problem
on hand. Some of these techniques are still controversial. However, when the
traditional methods fail, these techniques can deliver good and, sometimes,
even very good results.

A. Simulated annealing

Simulated annealing (SA) is a probabilistic search algorithm for the global
optimum of a given function in a large search space (Kirkpatrick et al., 1983;
Kirkpatrick, 1984; Cerny, 1985). It mimics the physical phenomenon of an-
nealing in metallurgy. It is well known that when a molten metal cools rapidly
and solidifies, the atoms tend to adjust their position locally, so that they
fall into some local minimum potential energy well. Such metal is disorderly
in terms of its atomic structure and is of inferior quality with respect to ma-
terial strength. On the other hand, if the metal is cooled slowly, such that
each atom has sufficient energy to climb out of the local energy well to find
some new location that will be better from the global minimum energy point
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of view, then a global crystalline structure can be formed, and the resulting
metal is stronger. The lesson to be learned here is that in optimization, we
should resist the temptation to let the solution follow a rapid path that leads
to a minimum, because it is likely to be a local minimum. Instead, we should
allow the solution to have sufficient kinetic energy such that it will not be
trapped by the local potential energy wells. By analogy to this physical pro-
cess, the SA algorithm starts from some initial trials of feasible solutions. In
each successive iteration step, the current solution is replaced by a random
‘nearby’ solution, chosen with a probability that depends not only on the
difference between the corresponding objective function values, but also on
a global parameter Θ, called the ‘temperature’, the value of which is grad-
ually decreased during the process. When (initially), Θ is large, the search
direction changes almost randomly, not guided by the objective function gra-
dient direction. As Θ decreases, an indication that we are getting closer to
the ‘equilibrium state’, the search directions become less random, and are
mostly ‘downhill’. We shall not present any further details on the Simulated
Annealing method, as abundance of references can be found in the literature
(e.g., Van Laarhoven and Aarts, 1987; Davis, 1987; Aarts and Korst, 1989).

B. Genetic algorithm

Genetic algorithm (GA) is an optimization technique that mimics the natural
selection (or, survival of the fittest) process of biological evolution (Holland,
1975; Goldberg, 1989; Michalewicz, 1992). Borrowing the terminology of evo-
lutionary biology, we may consider the discretized feasible solution space as
a population, or a collection of many individuals, each representing a feasi-
ble solution. Each individual is characterized by a parameter called fitness
to survive, measured by the corresponding value of the objective function.
In a maximization problem, a solution with a larger objective function value
means an individual with a higher value of fitness to survive. The size of the
population is generally huge, so that it is not feasible to check the fitness of
all individuals in order to see which one has the highest fitness (i.e., finding
the optimal solution).

In the GA method, initially, a small number of individuals (feasible solu-
tions) are randomly selected to form a family. The fitness to survive of each
family member is checked by evaluating the corresponding value of its objec-
tive function. A probabilistic selection rule is applied to select members to
be included in a breeding program, as explained below. The more fit members
have a higher chance to be selected. However, for the purpose of maintaining
diversity, less fit members are also selected, but with a smaller probability.
Next, the selected members go through certain reproduction processes, such
as crossover and mutation, to create ‘offsprings’. A new family, with the same
number of members, is obtained. All fittest individuals discovered so far will
be stored. This process continues, generation after generation, until, after a
while, there is little improvement in the fittest individuals, or a prescribed
maximum number of generations is reached. The program is then terminated.
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Figure 11.2.8: Optimum pumping pattern in a saltwater invaded coastal
aquifer.

Although there is no guarantee that the true optimal solution has been found,
the process, generally, finds a near optimal solution better than most other
methods.

Let us use an example (Cheng et al., 2000) to illustrate some of the GA
optimization steps described above.

Consider the coastal aquifer shown as plane view in Fig. 11.2.8. The coast is
along the line x = 0. The aquifer is unconfined, with an average thickness d =
15 m, a hydraulic conductivity K = 40 m/day, and freshwater and saltwater
densities of ρf = 1.000 g/cm3 and ρs = 1.025 g/cm3, respectively. Inflow
from the landside boundary is uniform at a rate (per unit aquifer width)
of Q′ = 40 m2/day toward the sea, and there is no natural replenishment
(N = 0). The figure shows the locations of 15 pumping wells. The wells’ data
is presented in Table 11.2.3.

The management question is: ‘What is the maximum total pumping rate
that can be sustained, without pumping saltwater?’ A well is considered
destroyed, and has to be shut-off, when the advancing saltwater front (i.e.,
the toe of saltwater wedge, see Fig. 9.2.6) reaches its bottom. We realize that
although there are 15 wells, an optimal pumping pattern may not require all
wells to be active. Indeed, it may be beneficial to shut down some of the near-
coast wells and allow saltwater to invade that region, while allowing inland
wells to pump more. In addition to the saltwater intrusion constraint, the
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Case 1 Case 2 Case 2
Well xw yw Qmax Qmin Qw Qw xtoe

no. (m) (m) (m3/d) (m3/d) (m3/d) (m3/d) (m)

1 1000 2500 600 150 255 201 836
2 1700 1100 1300 150 402 351 1117
3 1500 850 1100 150 0 0 1257
4 1200 400 800 150 0 0 1372
5 1700 200 1300 150 0 150 1514
6 1800 −300 1400 150 158 0 1344
7 3500 −500 1500 150 728 1497 1323
8 1600 −800 1200 150 150 0 1311

9 1600 −1200 1200 150 0 0 1315
10 1500 −1600 1100 150 0 0 1332
11 2000 −2000 1500 150 232 155 1319
12 1000 −2200 600 150 0 0 1287
13 1600 −2500 1200 150 0 0 1241
14 3600 −2800 1500 150 1500 1387 1251
15 1400 −3000 1000 150 185 150 1213

Total 3610 3891

Table 11.2.3: Pumping well locations, constraints, and maximum pumping
rate solution.

pumping rate of each well is limited to a specified range, Qmin
i ≤ Qwi ≤ Qmax

i ,
where the subscript indicates the well’s number. The constraining values are
shown in Table 11.2.3.

We are now ready to formulate the mathematical statement of the opti-
mization problem:

Maximize Z(Qw1 , . . . , Q
w
15)

(

≡
15
∑

i=1

Qwi

)

, (11.2.50)

with respect to the decision variables Qwi , and subject to the constraints

Qmin
i ≤ Qwi ≤ Qmax

i , or Qwi = 0, (11.2.51)

xtoe
i < xwi if Qwi �= 0, (11.2.52)

for i = 1, . . . , 15, where xwi is the x-coordinate of well i, and xtoe
i is the

x-coordinate of the saltwater front advancing towards well i.
The optimization problem as defined above is not amenable to treatment

by conventional optimization techniques for the following reasons. First, the
search space is not continuous, as it consists of the options {0, [Qmin

i , Qmax
i ]}

for each well. In other words, there is a gap in the feasible pumping rate
between the two values, 0 and Qmin

i . Another difficulty arises when the loca-
tion of the interface toe approaches the pumping well. For each well, there
exists a critical pumping rate such that when the well is pumped at that
rate, the saltwater front will stay arrested at a certain distance in front of
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the well, and not right at the well (Strack, 1976; Cheng and Ouazar, 1999).
When that critical rate is slightly exceeded, the next equilibrium position of
the saltwater front is some distance behind the well. In other words, there is
no equilibrium position for the saltwater front within a certain range from
the well, so that the solution of xtoe is discontinuous with respect to a con-
tinuously increasing pumping rate. Yet another difficulty is the existence of
multiple local maxima of the objective function.

Before selecting an appropriate solution procedure, it may be interesting to
have an idea about the size of the search space—how many possible pumping
rate combinations are there? If we assume that the pumping rate of each of
the 15 wells is represented by 20 discrete values, a very crude precision, there
are 2015 ≈ 1019 possible combinations! Finding the optimal solution, or even
a near optimal solution, among such a huge number of possible combinations,
without using gradient information, is practically impossible.

All these considerations make the LP, NLP, and gradient search meth-
ods infeasible; hence, the GA method is employed for the solution of this
optimization problem.

The first step is to define the search space i.e., the decision variable space,
as given by (11.2.51). Depending on the desirable precision, the pumping rates
are represented by a number of discrete values, {0, Qmin

i , Q3
i , Q

4
i , . . . , Q

max
i }.

A feasible pumping program is selected from these discrete values.
The next step is to represent the discrete feasible solutions by some code,

e.g., a binary code. For example, if we allow the pumping rate of well 1 to
be represented by 28 = 256 discrete values, then each pumping rate can be
assigned a binary code of 8 bits length. For example, [1 0 1 1 1 0 0 0] or [1 1
1 0 0 0 1 0]. The same procedure is repeated for wells 2 through 15. We can
then string the codes together to form a single binary code of 120 bit length,
[1 0 1 1 1 0 0 0 1 1 . . . 1 1 0]. If we randomly generate a binary code of such
length by choosing 0 or 1 for each bit, it will represent a feasible pumping
program. Analogous to a genetic code, such string is called a chromosome.

We need to define the objective function of the problem, or the fitness
of individuals to survive. As we intend to conduct an unconstrained search,
we need to incorporate constraints into the objective function as penalties.
We note that of the two constraints, (11.2.51) and (11.2.52), only the second
one, (11.2.52), needs to be incorporated. The first constraint is automatically
satisfied in the process of defining the search space. Hence, we modify the
original optimization statement involving the objective function Z, as defined
by (11.2.50), by adding a penalty, i.e.,

Maximize Z ′(Qw1 , . . . , Q
w
15) =

15
∑

i=1

Qwi − rH(Qwi )H(xtoe
i − xwi )

(

xtoe
i

xwi
− 1

)2

,

(11.2.53)
where H is the Heaviside unit step function, and r is an empirical penalty
factor. We note that the creation of a penalty scheme is somewhat ad hoc and
empirical; there is no fixed rule on its selection. In (11.2.53), we observe that
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when both conditions xtoe
i > xwi (the well location is invaded) and Qwi > 0

(the well is a pumping one) are true, a penalty that is proportional to the
square of the distance invaded by seawater beyond the well is imposed to
reduce the objective function value, thus making the selection of this pumping
rate less desirable.

To begin the search process, we use a random number generator to gener-
ate a small ‘family’ of individuals (feasible solutions), typically containing 8
members. For each of these individual, we need to evaluate its fitness to sur-
vive (≡ objective function). This is done by solving a set of saltwater intrusion
flow equations (see Secs. 9.2 and 9.3), subject to the proper boundary con-
ditions, with the design variables (the individual well pumping rates) given
as part of the data input. For example, we may employ the Strack model as
described in Subs. 9.2.5D for solving the saltwater intrusion problem. We can,
of course, use another model, including one that involves a transition zone,
rather than a sharp interface. Once the problem is solved, either analytically
or numerically, we can find the saltwater-freshwater interface location, and,
subsequently, to determine whether and which individual wells are invaded
by seawater. This information is then used to evaluate the objective function
(11.2.53). This step of solving the relevant flow problem is usually the most
(computer) time consuming part, as we need to solve a saltwater intrusion
model in order to determine whether wells are being invaded by seawater.

As explained in Subs. 11.2.3, we view the step of solving the flow model as
satisfying the requirement that the equations included in the flow model must
be satisfied as a constraint. We also observe that this step is independent of
the unconstrained optimization process.

The next step is to subject the selected ‘family of individuals’ to a num-
ber of GA optimization operations, such as selection, crossover, and muta-
tion, each mimicking some biological process (Holland, 1975; Goldberg, 1989;
Michalewicz, 1992):

Selection Some members of the family are selected for the breeding pro-
gram, based on their fitness. Probabilistic rules, such as the roulette wheel
selection, or the tournament selection, are applied to allow the chance for
the less fit individuals to reproduce.

Crossover The selected individuals are allowed to mate. The children are
produced by taking segments of each parent’s chromosome and combine
them, using one-point crossover, two-point crossover, or cut and splice rule.

Mutation Each bit in the chromosome is allowed a small probability to
flip (mutate), thus creating very different new individuals.

Once a new family has been created, the process is repeated until termination.
Or, put into the format of a pseudo-code:

(1) Choose initial population.
(2) Evaluate the fitness of each individual in the population.
(3) Select best-ranking individuals to reproduce by a selection rule.
(4) Breed a new generation through crossover and mutation.
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(5) Evaluate the fitness of each offspring.
(6) Store the best (so far) individual.
(7) Check for the termination criterion.

a. If not satisfied, go to step 3.
b. If satisfied, terminate.

Table 11.2.3 shows two near-optimal solutions from two different GA runs
(Cheng et al., 2000), as Case 1 and Case 2, which are seeded differently. Case
2 is selected as the (near) optimal solution, with the shown toe location, xtoe.
The saltwater front is plotted in Fig. 11.2.8, in relation to the pumping well
locations. We note that in the optimal solution, only 7 wells are operating,
the remaining 8 are shut down. Of the wells that are not pumped, some have
been invaded by saltwater. It is also of interest to note that from a different
simulation of Case 1, a somewhat inferior solution was produced (about 7%
less production), although this may still be an acceptable solution. However,
the pumping patterns for the two cases are different—Case 1 has 8 pumping
wells, but only 6 of them operate also in Case 2. This is a consequence of
the multiplicity of local maxima, indicating the need for a techniques like the
GA to sort them out.

11.2.6 Chance constrained optimization

In Chap. 10, we have discussed the uncertainties associated with groundwater
modeling, and the option of stochastic modeling. We have also discussed the
meaning of a deterministic solution, obtained by using mean properties as
input. Briefly, the deterministic solution, based on mean properties as input,
can be roughly viewed as the mean response of the groundwater system. In
groundwater optimization, however, the use of such deterministic solution as
the basic simulation tool may be quite erroneous. Realizing that the mean
response means that there is a 50% chance for success and 50% chance for
failure, and that the process of optimization will push the design right to the
limit, without leaving any slack, the optimal result is, generally, unacceptable
from the point of view of redundancy considerations. For example, in the
coastal aquifer pumping problem discussed in the preceding subsection, if the
mean aquifer properties would be used in the model, and the optimization
would push the saltwater front to just beyond the critical distance in front of
the wells, then in real life, due to uncertainty, there is a 50% probability that
some of the pumping wells will be invaded by seawater. Hence, it is dangerous
to overlook the issue of uncertainty in the process of optimization.

Continuing to use the saltwater intrusion problem as an example, let us
examine the (deterministic) constraint (11.2.52), xtoe

i < xwi . In the presence
of uncertainty, obeying this constraint cannot be guaranteed; we can address
this issue only in probabilistic terms. Hence, let us modify the deterministic
constraint, turning it into a probabilistic one:
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Prob
(

xtoe
i < xwi

)

> R, (11.2.54)

where ‘Prob’ stands for ‘the probability that’, and R is a reliability measure,
set by the manager. For example, if the reliability is set to be R = 90%, then
there is a 10% chance that the constraint will be violated. The next step is
to conduct the optimization procedure under this probabilistic constraint.

Optimization under probabilistic constraints is a rather difficult task. Of-
ten, an approximation is sought by using an equivalent deterministic con-
straint. One popular method that allows the conversion from a probabilistic
constraint to a deterministic optimization is the chance constrained program-
ming, pioneered by Charnes and Cooper (1959, 1963). Although the theoret-
ical background of this method may be difficult, requiring a few qualifying
assumptions, the concept is quite simple.

Consider, for example, the constraint (11.2.52), which states that the salt-
water toe should not invade the active wells, xtoe

i < xwi . If the aquifer pa-
rameters, e.g., hydraulic conductivity and outflow rate, are uncertain, we can
conduct a stochastic solution of saltwater intrusion with a given set of pump-
ing rates, using one of the solution techniques described in Chap. 10. As a
result, we obtain the mean toe location as xtoe

i , and its standard deviation as
σxtoe

i
. As stated above, if we modify the deterministic constraint, using the

mean toe location, xtoe
i < xwi , then we are at 50% risk. On the other hand, if

we add a ‘cushion’ in front of the toe location, say, one standard deviation,
xtoe
i +σxtoe

i
< xwi , we are safer; only about 32% at risk (68% reliable), assum-

ing a Gaussian probabilistic distribution. If we wish to be safer, we can add
two standard deviations and be at 95% reliability. In fact, we can prescribe
a desirable reliability, R, and then, based on the value of standard cumu-
lative normal probability distribution, F , obtain the needed (deterministic)
constraint:

x̄toe
i + F−1(R)σxtoe

i
< xwi , (11.2.55)

where F−1 is the inverse of F .
The next step is to examine the effect of uncertainty on pumping. Adding

a ‘cushion’ between the predicted mean toe location and the pumping well
means that the mean toe location should be guided to stay farther away
from the well. To satisfy this requirement, we are forced to pump less. The
size of the ‘cushion’ is determined by two factors: the size of the standard
deviation, and the desirable reliability. The higher the desired reliability, the
larger should the F−1-value be. The reliability level depends on many con-
siderations, and the decision maker may have some control over of them. For
example, it may be possible to reduce the size of standard deviation associ-
ated with the uncertainty in aquifer parameter by assigning more resources
to data collection. This leads to a tradeoff between cost of data collection
and the benefit of being able to pump more water.

In order to perform unconstrained optimization, the constraint (11.2.55)
needs to be converted into a penalty term in the objective function. Hence,
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the chance constrained optimization statement, corresponding to the deter-
ministic optimization statement, (11.2.53), becomes:

Maximize Z ′′(Qw1 , . . . , Q
w
15) =

15
∑

i=1

Qwi − rH(Qwi )×

H
(

xtoe
i + F−1(R)σxtoe

i
− xwi

)

[

xtoe
i + F−1(R)σxtoe

i

xwi
− 1

]2

. (11.2.56)

11.2.7 Multiobjective optimization

Up to this point, we have discussed only optimization problems involving a
single objective, expressed by a single objective function. A decision maker,
however, is often faced with multiple, sometimes conflicting, goals and objec-
tives. The reasons for multiple objectives stem from the competition among
various groups of interest and consumers, including nature as one, for the
limited quantity and quality of available water, from the competition be-
tween immediate needs and benefits versus long term sustainability of the
sources, or from the possible conflict between local, regional and national in-
terests, to mention but a few. In real life, multiobjective optimization is the
rule rather than an exception. The considered objectives may be expressed in
terms of different measures, e.g., monetary value for operational cost, meters
for piezometric head drawdown, or parts per million for contamination. In
this subsection, we shall briefly discuss the issues and basic methodologies
for solving multiobjective optimization problems.

A. Non-inferior solution

Mathematically, a multiobjective optimization problem, can be formulated as:

Determine the values of the decision variables, xi, i = 1, 2, . . . , n, such
that

(Maximize, Minimize) {Z1(x), Z2(x), . . . , Zp(x)}, with respect to x,

subject to: fj(x) (>,=, <) bj, j = 1, . . . ,m, (11.2.57)

where Z1, Z2, . . . Zp are different objective functions.

An optimal solution of the above problem is a decision variable vector,
x(≡ {x1, x2, . . . , xn}), that gives the maximum (or minimum) values of all
objective functions, Z1(x), Z2(x), . . . , Zp(x), within the feasible solution do-
main (as set by the constraints). For most practical problems, however, such
solution does not exist. As mentioned above, objective functions are often in
conflict with each other; hence it is not possible to simultaneously attain the
maximum value for all objective functions.

In view of this conflicting situation, leading to the non-existence of solu-
tion, our goal in optimization must to be modified. The goal of a multiob-
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jective optimization is then to seek a set of decision variables such that it is
not possible to further improve upon the achievement of one objective with-
out making at least one other objective suffer. This solution may be called
a non-inferior solution, or a Pareto solution, named after the Italian sociol-
ogist and economist Vilfredo Pareto (1848-1923), who used the concept in
studying economic efficiency and income distribution. Such a solution, when
it exists, is often nonunique. The collection of such non-inferior solutions is
a Pareto set, which forms a hypersurface, called Pareto front, in the decision
variable or the objective function space. On the Pareto front, we can find
the trade-off between the different objectives; that is, how many units of one
objective function the decision maker is willing to trade for one unit of an-
other objective function, such that the decision maker has no preference with
respect to these two objective functions. A simple example will be used to
illustrate the above points.

Consider the following multiobjective optimization problem that involves
two decision variables and two objective functions (Haimes et al., 1975):

MinimizeZ1(x1, x2) = x1

MinimizeZ2(x1, x2) = 10− x1 − x2

subject to: 0 ≤ x1 ≤ 5; 0 ≤ x2 ≤ 5. (11.2.58)

In Fig. 11.2.9a, we present the solution space for the two decision variables,
(x1, x2), as a two-dimensional plot. The feasible solution region, as bounded
by the constraints in (11.2.58), is shown as the shaded area. As each pair of
decision variable values allows us to evaluate the objective functions (Z1, Z2)
in (11.2.58), we can map the feasible solution region onto the objective func-
tion space as the shaded region in Fig. 11.2.9b. Within this feasible solution
region, our goal is to find either the optimal solution, or the non-inferior
solution, of the given optimization problem.

We start by selecting a point somewhere inside of feasible solution region,
marked as D in Fig. 11.2.9; it corresponds to D′ in the objective function
space. Since our goal is to minimize the objective functions, it is easy to see
that there are directions that we can move in (indicated by the arrows) such
that we improve (minimize) one objective function, either Z1 or Z2, without
hurting the other. For example, we can move in the direction parallel to the
Z2 axis in Fig. 11.2.9b, thus reducing Z2 until reaching the point E′. Hence,
we conclude that D cannot be a non-inferior solution. In fact, similar to
the discussion in Subs. 11.2.2 for linear programming, it can be proven that
if all the objective functions and all the constraints are linear functions of
the decision variables, the non-inferior solution can be located only on the
boundary of the feasible solution domain. For the present simple case, this is
easily observed on Fig. 11.2.9. The above statement can be compared to the
single objective functions case, in which the optimal solution is located on
a vertex of the feasible solution domain. We should also emphasize that the
above statements (of having the solution always located on boundary or on
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Figure 11.2.9: Multiobjective optimization problem: (a) The decision variable
space; (b) The objective function space.

a vertex) is not true, if any of the objective functions or of the constraints is
nonlinear.

In addition to E, we can identify by visual inspection that all points lo-
cated on the boundary AB on Fig. 11.2.9a, which are mapped onto A′B′
on Fig. 11.2.9b, fulfill the non-inferior solution criterion. Hence, AB defines
a Pareto set, and A′B′ is a Pareto front. If we select a point belonging to
the Pareto set, marked by E and E′, respectively in Fig. 11.2.9a and b, we
observe that we can move along the boundary AB seeking to minimize Z1

or Z2. However, it is clear that if we move in one direction to improves one
objective function, the other will deteriorate, indicating a conflict. In fact,
this is exactly the definition of a non-inferior solution—in any direction that
we move, at least one objective function will suffer. Altogether, there is no
optimal solution in this example, and we are given a multiplicity of solutions
as the Pareto set.

Since the non-inferior solution set is on a boundary (a line in the present
linear, two-objective case, and a hypersurface in a nonlinear, multiobjective
case), we can express the surface as a function, F (Z1, Z2, . . . , Zp) = 0. This
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function allows us, in principle, to solve for any one objective function as an
implicit function of the rest, i.e.,, Zi = Fi(Z1, . . . , Zi−1, Zi+1, . . . , Zp). These
functions, known as tradeoff functions, tell us how one objective function
depends on the rest. We can define the tradeoff rate functions between the
ith and jth objective function as

Tij(x) =
∂Fi(x)
∂Zj(x)

. (11.2.59)

These functions have the properties:

Tii = 1, Tij =
1
Tji

. (11.2.60)

For example, in the present case, the tradeoff function is Z1 = F1(Z2) =
−Z2 + 5, and the tradeoff rate is T12 = ∂F1/∂Z2 = −1. We can see that
the tradeoff ratio between Z1 and Z2 is that one part of improvement in Z1

causes one part of deterioration in Z2.

B. Preferred solution

The situation of multiplicity of solutions is unsuitable for decision making.
To overcome this difficulty, narrowing the range of action alternatives, the
decision maker needs to seek and impose additional conditions. Ideally, the
decision maker should aim at a single, optimal solution. However, in view of
the subjectivity in the decision process, this solution is often called a preferred
solution, rather than an optimal solution.

Haimes et al. (1975) lists three schools of thought concerning decision
making under conditions of multiple objectives. The first suggests that one
should not bother to narrow down the non-inferior solution set in order to
reach a preferred solution. Instead, the decision maker should have the free-
dom to choose any of the inferior solutions that is found to be appropriate.
The second school suggests that all the non-inferior solutions are possible
options. However, the decision maker should attempt to quantify the utility,
that is, the societal benefits or costs associated with each of the considered
objectives, and use this information to justify the selection of a preferred
solution in a less subjective way. According to the third school, it is argued
that the combined utility of the considered objectives can be determined be-
forehand, so that the multiple objectives can be reduced to a single objective
of maximizing the utility. In the following, we shall briefly discuss some of
the above ideas, following Haimes et al. (1975).

Utility function approach. In this approach, we assume that the mini-
mization of each objective function, Zi, has a certain benefit to society, mea-
sured in terms of a certain utility, which is to be maximized. Hence we can
define a utility function U = U(Z1, Z2, . . . , Zp). This function is also known
as social preference function, or social welfare function. The optimization
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problem then becomes:

Maximize U(Z1, Z2, . . . , Zp), subject to all constraints. (11.2.61)

The difficulty in this method lies in the determination of the utility function.
The utility function is, generally, nonlinear, and coupled, that is, the utility
generated by achieving one objective may also depend on another. For exam-
ple, when the pumped water volume is ample to meet the water demand, the
public will be more concerned about long term detrimental effects, such as
the lowering of piezometric heads, and give more utility gain to minimizing
the drawdown. On the other hand, if the pumped volume is dangerously near
the minimum demand, the public may care less about these good conscience
impacts. In other words, the (negative) utility of lowering the piezometric
head may be evaluated differently when the other objectives have high or low
values. In a simple approach, we can assume that such interference among
objectives does not exist, and the total utility is the sum of the individual
utilities

U(Z) = U1(Z1) + U2(Z2) + · · ·+ Up(Zp). (11.2.62)

Indifference function approach. In this approach, the decision maker
is asked for his preference of objectives. For example, at a certain feasible
solution point, is he willing to trade a units of objective 1 for b units of
objective 2, and vice versa? If the answer is yes, it means that to this decision
maker, these items are of equal value, and this decision maker is indifferent
to this trade-off. It is our goal to determine these iso-preference surfaces, that
is, surfaces on which the decision maker or the public is socially indifferent
to one decision versus another.

Take, for example, the case of the two objective functions discussed above.
The decision maker may be willing to trade two units of Z1 for one unit of
Z2. If this position is the same for the entire feasible solution space, we may
plot the indifference curves shown as dashed lines on Fig. 11.2.9. Any feasible
solution that falls on the same curve makes no difference to the this decision
maker, but solutions on different curves mean different preferences.

Another way to quantify a decision maker’s preference structure is through
a value function, v(Z). The value function can be linear or nonlinear, with em-
pirical coefficients. The decision maker’s attitude to possible tradeoffs among
objectives may be used to determine these coefficients. In the above case,
if we assume that v is a linear function of Z1 and Z2, the decision maker’s
attitude to tradeoffs determines the value function v(Z) = Z1 + 2Z2. The
indifference curves are the contour curves of the value function. As our prob-
lem is a minimization problem, the increasing preference is in the direction of
decreasing value function, marked by the arrow in Fig. 11.2.9b. An optimal
solution is then identified to be the point B′ in Fig. 11.2.9b (or point B in
Fig. 11.2.9a).
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Lexicographic approach. In the lexicographic approach, we assume that
the decision maker can rank the objectives in terms of their importance, say
{Z1, Z2, . . . , Zp}, with Z1 being the most important. The higher ranked
objectives take precedence over all the lower ranked ones. The multiobjective
optimization is conducted as a sequence of single objective optimizations,
starting form Z1,

Minimize Z1(x), with respect to x,

subject to: fj(x) (>,=, <) bj, j = 1, . . . ,m. (11.2.63)

Suppose we find all the possible solutions of the problem as stated above,
and call this set y1. We then conduct the sequential optimization as

Minimize Zk(x), with respect to x,
subject to: x ∈ yk; k = 2, . . . , p. (11.2.64)

This process continues until a single solution is reached. This is, then, the
optimal solution. Any remainder, unused objectives are simply discarded at
this point.

As an example, we again examine the of two objective function case defined
in (11.2.58). Let us assume that the objective function Z2 is more important
than Z1. As a first step, we shall ignore Z1 by dropping the first equation in
(11.2.58), and conduct the following single objective optimization:

MinimizeZ2(x1, x2) = 10− x1 − x2,

subject to: 0 ≤ x1 ≤ 5; 0 ≤ x2 ≤ 5. (11.2.65)

The solution of the above statement is simply x1 = 5 and x2 = 5, or point
B in Fig. 11.2.9a. As this is a single solution, no more optimization can be
performed; hence, it is the optimal solution. The objective Z1 plays no role,
and is discarded.

Conversely, if, for this decision maker, Z1 is the more important objective
function, then the following optimization problem should be executed first

MinimizeZ1(x1, x2) = x1,

subject to: 0 ≤ x1 ≤ 5; 0 ≤ x2 ≤ 5. (11.2.66)

The solution of the above problem gives the solution of x1 = 0 and 0 ≤ x2 ≤ 5.
In this case, apparently, there is room for further optimization. By further
minimizing Z2 as in (11.2.65), with the new constraint x1 = 0, we obtain the
optimal solution of x1 = 0 and x2 = 5, or point A in Fig. 11.2.9a.

Parametric approach. We may assume that the relative importance of
the objective functions, Z1, Z2, . . . , Zp, can be determined, such that differ-
ent weights, w1, w2, . . . , wp, can be assigned to the different objectives. This
is similar to the case of the linear utility function discussed above. Once the



734 OPTIMIZATION AND MANAGEMENT

(single) composite objective function is defined, we can perform the single
objective function optimization

Minimize Z(x) =
p
∑

i=1

wiZi(x), subject to constraints. (11.2.67)

For example, for the two objective function case examined above, the decision
maker may decide that the utility of objective 2 is twice as important as that
of objective 1; hence, the problem of optimal decision reduces to

Minimize Z(x) = Z1(x) + 2Z2(x) = 20− x1 − 2x2,

subject to: 0 ≤ x1 ≤ 5; 0 ≤ x2 ≤ 5. (11.2.68)

We notice that the new objective function, Z, is just like the value function
v defined in the indifference function approach. Minimizing this objective
function, we obtain the optimal solution x1 = 5 and x2 = 5.

The ε-constraint approach. The ε-constraint approach selects p − 1
objectives from among the p ones, say {Z1, Z2, . . . , Zp−1}, and sets their
maximum allowable level to {ε1, ε2, . . . , εp−1}. These conditions then enter
the original multiobjective optimization problem as additional constraints;
hence, we may modify (11.2.57) to the following statement:

MinimizeZp(x), with respect to x,
subject to: fj(x) (>,=, <) bj, j = 1, . . . ,m,

and Zk(x) ≤ εk, k = 1, . . . , p− 1. (11.2.69)

This approach can be made equivalent to the utility function approach by
declaring that the objective functions to be minimized, {Z1, Z2, . . . , Zp−1},
have constant utility as long as they do not exceed certain levels; beyond
these levels, these objectives become harmful and infinitely undesirable to
the public. This can be expressed as

Uk(Zk) =
{

constant; Zk ≤ εk,
−∞; Zk > εk,

k = 1, . . . , p− 1. (11.2.70)

Or, we can follow the lexicographic approach, with Z1 regarded as the most
important objective, and Zp as the least important one. We begin by mini-
mizing Z1, subject to Z1 ≤ ε1, and the original set of constraints, to obtain
the solution set y1. The process continues until we reach the least important
objective Zp, and obtain the solution yp.

Take the simple example (11.2.58) as an illustration. If the decision maker
decides that objective 2 should not be allowed to exceed the value 1, that is,
Z2 ≤ 1, then the optimization problem is modified to

MinimizeZ1(x1, x2) = x1
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subject to: 10− x1 − x2 ≤ 1; 0 ≤ x1 ≤ 5; 0 ≤ x2 ≤ 5. (11.2.71)

We clearly identify the optimal solution as points F and F ′ on Fig. 11.2.9.

C. Pairwise comparison weight determination

In the parametric and the utility approaches discussed above, as in many
other multiobjective decision making processes, we are often faced with the
need to assign relative weights, or utility values, to many different objective
functions. For example, we may assign the weights w = {w1, w2, . . . , wp} to
objective functions 1, 2, . . . , p, respectively, as a measure of importance of
the objective functions in the decision making process. Generally, but not
always, the weights are normalized, such that w1 + w2 + . . .+ wp = 1.

In reality, however, it is difficult for a decision maker to assign weights
to too many different objectives, or even to rank them, particularly if the
objectives are non-commensurate, and their number is large. Psychologists
have long discovered that it is difficult for people to compare and rank several
objects simultaneously. It has been claimed that human short term memory
cannot store and compare more than seven (Miller, 1956), or four (Cowan,
2000), chunks of information. For example, when one is asked whether he
or she prefers apples to oranges, oranges to pears, and pears to apples, a
contradictory, circular ranking may result. According to Arrow’s (1951) im-
possibility theorem, this is particularly so if multiple decision makers are in-
volved, each representing a different interest. For example, three managers are
asked to rank A, B, and C; and they decide, respectively, that A > B > C,
B > C > A and C > A > B. Since two of them agree that A > B, we may
accept their ruling, based on majority. However, two of them also agree that
B > C and C > A. Thus, the decisions based on majority can produce con-
tradictions. When a single manager is involved, the manager can be asked to
resolve the conflict himself. When multiple managers are involved, this may
not be possible.

These difficulties have resulted in the design of a number of weighting,
and collaborative weighting, methods, such as the entropy method, the direct
evaluation (ranking) method, and the pairwise comparison method (Pomerol,
2000). Only the last type of methods will be discussed here.

For the purpose of distributing the 100% weight among objectives, the
pairwise comparison method, first introduced by Thurstone (1927), breaks
the simultaneous comparison of multiple objectives into a sequence of com-
parisons between any two objectives, and then attempts to resolve the indi-
vidual weights.

For example, we can compare the relative importance between one unit
of objective i and one unit of objective j, and decide that the former is 3
times more important than the latter. This implies a weight ratio wi/wj = 3,
although we know neither wi, nor wj . We then assign this ratio to a matrix
element aij(= wi/wj) = 3. From such definition, we easily deduce the rela-
tion aji = 1/aij , and aii = 1. When all the pairwise comparisons of the p
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objectives are complete, we can assemble a p× p square comparison matrix ,
A, with elements aij . However, as these weights wi are not known objec-
tively a priori, it is unlikely that a decision maker will assign the comparison
elements consistently when comparing multiple pairs of objectives. For exam-
ple, if any three elements, aij , aik, and ajk, are picked from the matrix, likely
the relation akj = aij/aik will not be satisfied. Hence, once the task of con-
structing the A-matrix is complete, it is important to check its consistency.
In fact, if the number of objectives is large, and comparisons are made in a
random order, the chance of 100% consistency by a decision maker is nearly
impossible.

As a part of the analytic hierarchy process for planning and priority setting,
Saaty (1980) proposed the eigenvalue method to check the consistency of the
comparison matrix, and to extract the weight vector from it. We notice that
if a comparison matrix is consistent, it takes the form

A =

⎡

⎢

⎢

⎢

⎣

w1/w1 w1/w2 · · · w1/wp
w2/w1 w2/w2 · · · w2/wp

...
...

. . .
...

wp/w1 wp/w2 · · · wp/wp

⎤

⎥

⎥

⎥

⎦

. (11.2.72)

It is easy to show, by simple multiplication, that the following relation exists

A ·w = pw, (11.2.73)

where p is the size of the matrix (number of objectives), and w is the weight
vector. From the above relationship, we observe that w is an eigenvector,
and p is an eigenvalue; in fact, p is the largest and the only non-null eigen-
value of A. Saaty (1997, 1980) proposed to use this relation to check the
consistency of a comparison matrix filled out by a decision maker, using the
pairwise comparison procedure. We shall use an example to illustrate Saaty’s
approach.

A decision maker is asked to compare, pairwise, five different objectives,
e.g., volume of pumped water, energy cost, drawdown at certain critical loca-
tions, water quality due to the threat of saltwater intrusion, etc., and comes
up with the comparison matrix

A =

⎡

⎢

⎢

⎢

⎢

⎣

1 1/3 7 5 6
3 1 8 4 5

1/7 1/8 1 1/4 1/3
1/5 1/4 4 1 2
1/6 1/5 3 1/2 1

⎤

⎥

⎥

⎥

⎥

⎦

. (11.2.74)

Upon checking its eigenvalues, we find that the largest one is λmax = 5.323,
which is different from the anticipated value of p = 5, for a consistent matrix.
We can define a coefficient of inconsistency as
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p 3 4 5 6 7 8 9

CRI 0.58 0.90 1.12 1.24 1.32 1.41 1.45

Table 11.2.4: Coefficient of random inconsistency versus matrix rank.

CI =
λmax − p

p− 1
, (11.2.75)

and obtain CI = 0.081 for the present case. This value is to be compared
with the coefficient of random inconsistency, CRI, which is obtained by cal-
culating CI for randomly filled reciprocal matrices. Saaty (1980) computed
these values, and Table 11.2.4 presents a few such values for different p values
(matrix size). (See Bozóki and Rapcsak (2008) for further discussion of CRI.)
We then define the inconsistency ratio as

IR =
CI

CRI
. (11.2.76)

For the present case, we find IR = 0.072. According to Saaty (1980), if
IR < 10%, then the inconsistency is acceptable; hence, we conclude that
the comparison matrix (11.2.74) is reasonable and can be accepted. On the
other hand, if the inconsistency condition is not acceptable, i.e., IR > 10%,
the decision maker needs to repeat the pairwise comparison, and revise the
matrix, re-subjecting the new matrix to the consistency test.

Once the comparison matrix is accepted, the weight vector comes from
the eigenvector (corresponding to the largest eigenvalue) of (11.2.74), which
is found to be w = {4.46, 6.58, 0.50, 1.51, 1.00}. Since, in the optimization
process, only the relative weight matters, not the absolute weight, it is cus-
tomary to normalize the weights such that

∑p
i=1 wi = 1; hence, the weight

vector becomes w = {0.317, 0.468, 0.036, 0.108, 0.071}.
Another way to obtain weights from a comparison matrix is to use the row

(or column) geometric mean (Boender et al., 1989; Koczkodaj and Orlowski,
1999), defined as

wi =
ri

∑p
j=1 rj

, i = 1, 2, . . . , p, (11.2.77)

where

ri =

⎛

⎝

p
∏

j=1

aij

⎞

⎠

1/p

. (11.2.78)

Applying this formula to the matrix (11.2.74), we obtain the weight vector
w = {0.315, 0.463, 0.037, 0.112, 0.074}, which is close to the one obtained
by the eigenvector method.

In Subs. 11.2.7E, we shall discuss the use of these weights in a multi-criteria
decision process to select a preferred alternative.
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D. Collaborative weighting method

As discussed in the above subsection, the decision making process often in-
volves a collaborative effort of multiple managers. As each manager may
have a different opinion, it is necessary to find a way to combine the inputs
from the various managers. One way to do so is to utilize the least squares
regression to minimize the deviation of opinions.

In a collaborative effort, each manager fills in a comparison matrix A,
defined in (11.2.72). If these matrices are compiled together, they form a
three-dimensional matrix, with elements aijk , where the index k indicates
the input provided by the kth manager. In fact, as different managers may
have different technical background, they may or may not feel comfortable
to provide input on all pair comparison elements. In such case, the manager
may leave certain elements unfilled, or null.

De Graan (1980) and Lootsma (1982) proposed the least squares logarith-
mic regression method (see also Limayem and Yannou, 2004), which seeks
to minimize the following least square error between the (logarithm of the)
consistent matrix and the inconsistent (manager filled) matrices,

p
∑

i=1

p
∑

j=1

d
∑

k=1

αijk

[

log aijk − log
wi
wj

]2

, (11.2.79)

where d is the number of decision makers, and αijk is a number equal to 1
when the decision maker k chooses to express an opinion, and 0 otherwise. In
the latter case, aijk is set to an arbitrary non-zero, positive number to avoid
the ill-defined log 0 value, which will prevent algebraic operation.

The minimization of (11.2.79) leads to the following set of linear algebraic
equations

θi

p
∑

j=1,j �=i
dij −

p−1
∑

j=1,j �=i
dijθj =

p
∑

j=1,j �=i

d
∑

k=1

αijk log aijk, i = 1, 2, . . . , p− 1,

(11.2.80)
and

θp = 0, (11.2.81)

where

dij =
d
∑

k=1

αijk, i, j = 1, 2, . . . , p, and i �= j. (11.2.82)

In the above equations, we identify dij as the number of decision makers
who expressed an opinion on the pair comparison aij . Equations (11.2.80)
and (11.2.81) are a set of p equations that can be used to solve for the p
unknowns, θ1, θ2, . . . , θp. Once these are known, we obtain the weights as

wi = eθi , i = 1, 2, . . . , p. (11.2.83)
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We note that in the above equation, wp is selected to be 1, according to
(11.2.81). This set of weights is then normalized such that

∑p
i=1 wi = 1.

We note that the collaborative procedure described above should work if
there is only one decision maker. This gives d = 1, and dij = 1 (all comparison
matrix elements must be filled). We can assemble the following matrix system,
based on (11.2.80) and (11.2.81),

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

p− 1 −1 −1 · · · −1 0
−1 p− 1 −1 · · · −1 0
−1 −1 p− 1 · · · −1 0
...

...
...

. . .
...

...
−1 −1 −1 · · · p− 1 0
0 0 0 · · · 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

θ1
θ2
θ3
...

θp−1

θp

⎫

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎭

=

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

log
∏p
j=1 a1j

log
∏p
j=1 a2j

log
∏p
j=1 a3j

...
log

∏p
j=1 a(p−1)j

0

⎫

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎭

.

(11.2.84)
If we use the comparison matrix (11.2.74) as an example, we can solve for
θ1, θ2, . . . , θ5, from which we obtain w1, w2, . . . , w5. Once normalized, we ob-
tain the weight vector w = {0.315, 0.463, 0.037, 0.112, 0.074}, which is ex-
actly the same as that obtained from the row geometric mean method, given
as (11.2.77) and (11.2.78). This means that the de Graan (1980) method is an
extension of the row geometric mean method to the multiple decision makers
environment.

E. Analytic hierarchy process

Up to this point, we have been discussing single- or multi-objective optimiza-
tion in a continuous decision variable space, subject to constraints, in order to
obtain an optimal, or a preferred solution, using mathematical programming,
or other search techniques. In this subsection, we shall discuss a different type
of decision process, namely, one in which the decision maker is required to
select a preferred alternative from amongst a given set of alternatives, on the
basis of qualitative criteria. This process is (mathematically) simpler than the
single- and multi-objective optimization techniques described in the sections
above. We shall focus on the analytic hierarchy process proposed by Saaty
(1977, 1980, 1994).

Consider a water manager who is faced with the following three alterna-
tives in his planning for future water supply of a community:

• Alternative 1: Use surface water only.
• Alternative 2: Use groundwater only.
• Alternative 3: Conjunctive use of 50% surface water and 50% groundwater.

Although both surface water and groundwater supplies involve uncertainties,
and a probabilistic model is called for, for the sake of simplicity, we shall
consider only a deterministic model here.
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Intensity of Importance Definition

1 Equal importance
3 Moderate importance
5 Strong importance
7 Very strong or demonstrated importance
9 Extreme importance
2,4,6,8 For compromised between the above values

Table 11.2.5: A scale of numbers used to assign numerical values to judgments
by comparing two elements for their relative importance.

Public benefit Company benefit Priorities

Public benefit 1 5 0.833

Company benefit 1/5 1 0.167

Table 11.2.6: Comparison matrix for benefits

To select a preferred alternative, the manager needs to consider the benefits
and costs associated with them. For benefits the manager finds that the
following two criteria are important:

(1) public benefits,
(2) company benefits.

To compare the relative importance of these criteria, the manager follows
Saaty’s (1980, 1994) suggestion to use the scales shown in Table 11.2.5. For
example, using these scales, the manager decides that the public interest is
of strong importance as compared to company benefits; he then enters the
number 5 in row 1, column 2, position of the comparison matrix shown in
Table 11.2.6. The rest of the matrix is filled by recalling from Subs. 11.2.7C
that the diagonal elements must be unity, and the reciprocal relation aij =
1/aji must be satisfied.

For this simple matrix, we can easily see that it is consistent and the
coefficient of inconsistency, as defined in (11.2.75), is CI = 0. Following the
procedure presented earlier, we find the weights wi, given as the normalized
eigenvector of the matrix, to be {0.833, 0.167}. These values are entered as
the last column in Table 11.2.6; they are referred to as priorities. In this way,
we have quantified the priorities of the public and company benefits.

Following a hierarchial structure set up by the manager, each of the con-
sidered criteria may contain sub-criteria. For example, the public benefit
criterion may contain three sub-criteria

(1) water quantity
(2) water quality
(3) recreation (e.g., public use of a lake)

The priorities of these sub-criteria can also be established, for example, in
the form shown in Table 11.2.7. We observe in this table that the manager
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Water quantity Water quality Recreation Weights Priorities

Water quantity 1 2 9 0.589 0.491

Water quality 1/2 1 8 0.357 0.297

Recreation 1/9 1/8 1 0.054 0.045

Table 11.2.7: Comparison matrix for sub-criteria of public benefits.

Water Quantity Alt. 1 Alt. 2 Alt. 3 Priorities

Alt. 1 1 2 3 0.540

Alt. 2 1/2 1 2 0.297

Alt. 3 1/3 1/2 1 0.163

Table 11.2.8: Comparison matrix for the decision alternatives concerning the
water quantity sub-criterion.

has judged that water quantity is slightly more important than water quality
(between equal importance and moderate importance, with a numeric value
of 2), and that recreation is of the lowest importance.

The comparison matrix in Table 11.2.7 has a CI = 0.018 and an incon-
sistency ratio IR = 3.2%; hence, it is acceptable. The calculated weights are
shown in the next to last column. As these are sub-criteria of a main crite-
rion (public benefits), these weights are multiplied by the weight of the parent
criterion, 0.833, to obtain the individual priorities of the sub-criteria shown
in the last column of Table 11.2.7. The priorities of the benefit criteria, as
obtained in Tables 11.2.6 and 11.2.7, are entered as the second column in
Table 11.2.9.

Next, we need to separately examine the importance of each criterion and
sub-criterion related to the three considered alternatives. This relation is
presented in Table 11.2.8 for the ‘water quantity’ sub-criterion.

To construct the table, the manager asks a question like ‘will there be
sufficient water quantity?’ and compares the effect of the three alternatives,
pair by pair. The manager may decide that surface water is more abundant,
and has a better chance to supply the needed quantity; in Table 11.2.8, the
manager then assigns a 3:1 importance for surface water versus groundwater,
and a 2:1 importance for surface water versus conjunctive use. Similarly, a
2:1 importance ratio is assigned for conjunctive use versus groundwater only.
The calculated priorities for the alternatives, as shown in the last column,
are entered into Table 11.2.9 as the row marked ‘water quantity’.

Questions of the above type need to be asked for each of the other criteria—
water quality, recreation, and company benefits—leading to tables similar to
Table 11.2.8. We shall omit the details of such tables, and present only the
resulting priorities in the respective rows of Table 11.2.9.

The compiled Table 11.2.9 can be utilized to ‘score’ the alternatives. We
observe in the column marked alternative 1 (surface water) that it has a
0.540 score in the water quantity criterion, which, in turn, has a weight
of 0.491. Hence, we can form a composite score by multiplying each score
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Priorities
Benefits Criteria Alt. 1 Alt. 2 Alt. 3

Water quantity 0.491 0.540 0.297 0.163
Water quality 0.297 0.127 0.238 0.625

Recreation 0.045 0.474 0.474 0.053
Company benefits 0.167 0.105 0.258 0.637

Benefit Synthesis 0.345 0.281 0.374

Cost Synthesis 0.372 0.346 0.282

Benefit/Cost Ratio 0.927 0.812 1.326

Table 11.2.9: Benefit/cost analysis for multi-criteria optimization.

by the corresponding weight of its criterion, and then sum. For example,
for alternative 1, we obtain 0.491× 0.540 + 0.297× 0.137 + 0.045× 0.474 +
0.167×0.105 = 0.345. This and other composite scores are entered in the row
marked ‘benefit synthesis’ in Table 11.2.9. Comparing the three composite
scores, 0.345, 0.281, and 0.374, respectively for alternatives 1, 2, and 3, we
conclude that if we address benefit concerns only, the decision should favor
alternative 3, i.e., groundwater.

The same analysis needs to be performed for the costs. Omitting the de-
tails, we present only the final cost synthesis as the next to the last row in
Table 11.2.9. A higher weight in cost indicates a less favorable choice. In the
last row, we divide the benefit by the cost, to obtain the benefit/cost ratio.
Based on the ratios, the third alternative, using groundwater only for water
supply, is the preferred solution to the water supply problem.

In the above presentation, we have demonstrated the basic concept by
using simple cases. Real-life multiobjective optimization problems are much
more complicated and difficult to solve. More extensive discussion of multi-
objective optimization can be found in the books by Haimes et al. (1975),
Haimes (1977), Chankong and Haimes (1983), Saaty (1980), and Pomerol
(2000).

11.3 Inverse Problem

In Chaps. 1–9, we have focused our attention mainly on the forward (or di-
rect, or forecasting) problems. We have constructed mathematical models that
describe flow and transport, assuming that for a considered site, the values
of the parameters that appear in these models are known. We suggested that
our task is to solve the mathematical models by analytical or by numerical
means in order to forecast the system’s behavior in the future. However, in
constructing a model for a specific site, the question will arise: ‘how do we
obtain the values of the various model parameters?’ The answer to this ques-
tion was already provided as Step 7 of the Modeling Process presented in
Sec. 1.2.2—they are obtained by solving an inverse problem, or a parameter
estimation problem, or identification problem, or calibration problem.
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Unlike the forward problem, the inverse problem does not have a unique
solution, and hence, we seek the optimal solution, employing techniques that
have been discussed earlier in this chapter. This explains why we have in-
cluded the discussion on the inverse problem in this chapter.

As an illustration, let us consider the mathematical model (5.4.53), de-
scribing flow in a confined aquifer. Rewritten for an isotropic aquifer, it takes
the form:

S
∂h

∂t
= ∇′ · (T∇′h)− P (x, y, t) +R(x, y, t). (11.3.1)

In a forecasting problem, the storativity S, transmissivity T, the pumping
and recharge rates, P and R, together with a set of initial and boundary
conditions, are known, and we seek the solution of (11.3.1) for the unknown
response h(x, y, t).

The inverse problem, on the other hand, aims at determining the unknown
parameters that appear in a mathematical model, making use of observed
data on the system’s state variables. For example, with known values of P
and R, we may observe data on h at various locations for a period of time,
and seek a solution of (11.3.1) for the values of S(x, y) and T(x, y). Obviously,
in practice, in almost all cases, the data collected will not be sufficient for
determining S and T as continuous spatial functions; hence, we attempt to
determine discrete values of these parameters at the nodes of a numerical
solution system, or within certain homogeneous zones. In other cases, we may
know the piezometric head and aquifer parameters, and we seek to determine
the unknown recharge or pumping that took place in the past. Or, we may
rely on the head information to help us determine the location of an unknown
boundary, such as an impermeable fault. In rare occasions, we may wish
to determine the proper aquifer model to be used, e.g., confined, leaky, or
multilayered; this is referred to as system identification. In the following, we
shall focus only on the problem of parameter estimation.

In real-world applications, solving the inverse problem needs to precede
the solution of the forward problem, because the system and its parameters
must be known before any forecast can be made. In general, however, inverse
problems are more difficult to solve. Unlike forward problems, which are
mathematically well-posed, inverse problems are generally ill-posed, meaning
that the solution is nonunique, and/or unstable. In addition, we always have
difficulties resulting from insufficient observed data and from inaccuracy in
these data.

It is important emphasize again that the knowledge of head alone, no
matter how complete, is not sufficient to provide a unique determination of
the hydraulic conductivity or the transmissivity. This is evident in the one-
dimensional steady flow problem shown in Fig. 4.1.2. As long as the porous
medium filling up the column is homogeneous, the shape of the piezometric
line depends only on the boundary conditions, independent of the value of
K. In other words, even with information on the complete head distribution
along the column, the hydraulic conductivity cannot be uniquely determined
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without some auxiliary data, such as the flux through the column, or an
independent measurement of the hydraulic conductivity, at least at one point.

The same conclusion remains valid also for two- and three-dimensional
flow domains, except that, as is well-known from differential equation theory
(e.g., Garabedian, 1998), to solve such problem, i.e., to obtain the complete
distribution of K(x, y, z), the value of K must be known at least at one point
on every streamline in the flow domain (or, if the flow domain is divided into
stream-tubes, one such value at some point along every stream-tube). Solving
the parameter estimation problem subject to such information is referred to
as a conditional parameter estimation.

Next, we consider the effect of data errors. Observed data always contain
errors. To what extent do they affect the parameter estimation procedure?
In Subs. 10.2.2, we discussed model sensitivity. In a forward problem, the
predicted data, such as piezometric head, may be sensitive to one parameter
and less sensitive to another. In order for these parameters to be reliably
determined, the observed data needs to be sensitive to the estimated param-
eters. The main conclusion from the above discussion is that the availability
of good quality data is essential for a reliable parameter estimation.

In reality, however, data, especially good quality data, in sufficient quantity
is rarely available. In a regional scale problem, it is very labor intensive and
expensive to survey the entire field and to produce the required piezometric
head contour maps. In most cases, groundwater level surveys are conducted
infrequently by different regional and national water and geological author-
ities, and these data need to be patched together. In many cases, the data
are collected at different times and in parts of the region that do or do not
overlap, due to budget, manpower, and jurisdiction constraints. While the
consistency and resolution of the spatial data can be questionable, the time
resolution is even worse. Very few tests are conducted with a dense enough
time resolution. Certain parameters, such as storativity, require transient
data for their determination.

Although the above discussion deals with flow models, the same princi-
ples are applicable to contaminant transport models. For such models, the
estimations required are the (field-scale) dispersivity coefficient, porosity, and
hydraulic conductivity. In this case, piezometric head, and concentration data
are needed, and the calibration of such models is a much more difficult task.
To obtain concentration data, artificial tracer tests are sometimes used in
field experiments (Sudicky, 1986; LeBlanc et al., 1991; Garabedian et al.,
1991; Hess et al., 1992; Gelhar et al., 1992). Such tests, however, are very
expensive to conduct.

Despite the difficulties, as discussed in Subs. 1.2.2, parameter estimation
is an essential step in constructing any groundwater model. In what follows,
we shall discuss examples of parameter estimation on a local scale (pumping
tests), and on a regional scale.
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Figure 11.3.1: Unsteady flow to a well in a confined aquifer.

11.3.1 Pumping test

A pumping test is a controlled field experiment aimed at determining the
basic aquifer parameters in the vicinity of a pumping well. For example,
for a confined aquifer, the sought parameters are the transmissivity, T, and
the storativity, S; for a leaky aquifer, in addition to T and S, we have to
determine the leakage factor, λ. Sometimes we may also seek information on
aquifer boundaries, or on the quality of well completion.

The analysis of a pumping test, as a tool for determining aquifer coeffi-
cients, is based on the theory usually referred to as hydraulics of wells. Many
articles, books and chapters in books exist on this subject and need not be re-
peated here (e.g., Bear, 1972, 1979; Cheng, 2000; Walton, 1990; Vuković and
Soro, 1992; Batu, 1998; Renard, 2005). Here, we focus only on the analysis
of a pumping test, assuming that the reader is familiar with the underlying
theory.

There exist many kinds of pumping tests. Here, we shall focus only on the
pumping test in a confined aquifer. This test is based on a number of under-
lying assumptions: (1) the aquifer is confined, homogeneous, isotropic, and
of infinite areal extent; (2) the well’s radius is infinitesimally small (which is
practically true for distances r � rw); (3) the well’s discharge is constant; and
(4) water is instantaneously removed from elastic storage as the piezometric
head declines.

Figure 11.3.1 shows a well in an infinite homogeneous aquifer, with two
cones of depression, at t and t + Δt. By writing the water balance for the
control volume between r and r + Δr, dividing this balance by ΔrΔt, and
passing to the limit as Δr → 0 and Δt→ 0, we obtain the balance equation
in the form of the partial differential equation,



746 OPTIMIZATION AND MANAGEMENT

S
∂h

∂t
= T

(

∂2h

∂r2
+

1
r

∂h

∂r

)

. (11.3.2)

which is the same as (5.4.53), written in radial coordinates for a homogeneous
isotropic aquifer, with P,R = 0. The boundary and initial conditions are

h(r, 0) = ho, rw ≤ r ≤ ∞, (initially uniform head),
h(∞, t) = ho, t ≥ 0, (no influence at infinity),
limr=rw→0 2πrT∂h

∂r = Qw, t > 0, (Qw is the well’s discharge).
(11.3.3)

Equation (11.3.2) may also be written in terms of the drawdown, s(r, t),

S
∂s

∂t
= T

(

∂2s

∂r2
+

1
r

∂s

∂r

)

, s(r, t) = ho − h(r, t), (11.3.4)

with boundary conditions

s(r, 0) = 0, s(∞, t) = 0, lim
r=rw→0

2πrT
∂s

∂r
= −Qw. (11.3.5)

For Qw = Qw(t), the solution of (11.3.4) and (11.3.5) is (Muskat, 1937;
Carslaw and Jaeger, 1959)

s =
1

4πT

∫ t

0

Qw(τ)
τ − t

exp
{

− r2S

4T(t− τ)

}

dτ. (11.3.6)

For Qw(t) = Qw = const., (11.3.6) reduces to

s =
Qw
4πT

∫ ∞

u

e−x

x
dx = − Qw

4πT
Ei(−u). (11.3.7)

This is also the solution given by Theis (1935)

s(r, t) = ho − h(r, t) =
Qw
4πT

W (u), (11.3.8)

where

W (u) ≡ −Ei(−u) =
∫ ∞

u

e−x

x
dx (11.3.9)

is the well function of u(= Sr2/4Tt) for a confined aquifer (Jacob, 1940).
The function Ei is the exponential integral (e.g., Abramowitz and Stegun,
1972). Figure 11.3.2 gives values of W (u). Theis (1935) obtained (11.3.8) by
analogy to heat flow.

The well function can be expressed in the form of the series

W (u) = −0.5772− lnu+ u− u2

2× 2!
+

u3

3× 3!
− u4

4× 4!
+ . . . (11.3.10)
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Figure 11.3.2: Type-curve for a confined aquifer.

For small values of u, say, u < 0.01 (i.e., for a large time at a given distance),
this series may be approximated by its first two terms (Cooper and Jacob,
1946; Jacob, 1950)

s(r, t) � Qw
4πT

(

−0.5772− ln
r2S

4Tt

)

=
Qw
4πT

ln
2.25Tt

r2S
. (11.3.11)

With this approximation, plotting s = s(ln t), s = s(ln r), and s = s(ln(r2/t)),
gives straight lines (Fig. 11.3.3).

During a pumping test, a well is pumped at a (usually) constant rate Qw,
and the drawdown produced by this pumping is observed in the pumping well
itself and/or in observation well(s) in its vicinity. Let the recorded drawdown
data be denoted as s = {ŝ1, ŝ2, . . .}, corresponding to times t = {t̂1, t̂2, . . .}.
The traditional technique for determining the aquifer parameters is a graph-
ical solution procedure known as the type-curve technique. It is based on
the type-curve, W (u), presented above. Actually, type-curves exist also for
other types of aquifers, for other types of boundary conditions that prevail
during the test, and for other underlying assumptions (e.g., the Hantush-
Jacob (Hantush and Jacob, 1955) and the Hantush-Neuman (Hantush, 1960;
Neuman, 1968) type-curves, etc.; see, for example, Bear (1979, Chap. 11), or
Cheng (2000, Chaps. 3 and 4)). As an example, we shall focus here on the
type-curve W (u).

A. Theis type-curve and graphical solution

The type-curve pumping test analysis technique, or the Theis method, is
based on a comparison between the type-curve and the test data of drawdown
vs. time, both plotted on a transparent log-log paper as s versus r2/t (see
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Figure 11.3.3: Straight line approximations of the well function for a confined
aquifer.

Fig. 11.3.4), where r is the distance from the observation well to the pumping
well.

The analysis is based on the observation that (11.3.8), rewritten as

s(r, t) =
Qw
4πT

W (u),
r2

t
=

4T

S
u, (11.3.12)

can be expressed as

log s = log
Qw
4πT

+ logW (u), (11.3.13)

log
r2

t
= log

4T

S
+ log u. (11.3.14)

Since Qw, T and S are constants, the relationship between s and r2/t, and
between W (u) and u, are similar in form, when both are plotted on a loga-
rithmic paper, except for a certain displacement of the curves with respect
to each other, caused by the first terms on the right hand side of (11.3.13)
and (11.3.14). This means that a plot of W (u) vs. u (called type-curve) on a
logarithmic paper is similar in form to that of s vs. r2/t (called data curve),
plotted on the same paper. The similarity between the two curves, as ex-
pressed by (11.3.13) and (11.3.14), indicates that if we plot the two curves
on separate sheets of paper and superimpose the data curve on the segment
of the type-curve corresponding to the data curve, we shall find that the
s and W (u) scales are displaced with respect to each other by an amount,
a = logQw/4πT, while the log(r2/t) and the s scales are displaced by the
amount b = log 4T/S (see Fig. 11.3.4). Reading the two displacements on the
two sheets, the transmissivity and storativity values can be obtained from

T =
Qw

4π10a
, S =

4T

10b
. (11.3.15)
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Figure 11.3.4: Schematic type-curve solution procedure: the type-curve is
translated horizontally by b and vertically by a to find a visual match of the
data.

The type-curve solution procedure described above, which requires a visual
matching of curves, is rather subjective, as two hydrogeologists may come up
with different estimates of aquifer parameters from what they consider as
the best visual match. To achieve consistency of the solution, and to facilitate
the use of automated (or computerized) procedures, a mathematical solution
is required. This goal can be accomplished through the theory of optimiza-
tion, and particularly, the procedure of least squares. We shall discuss these
techniques below.

B. Cooper-Jacob solution and linear least square

The Cooper-Jacob solution (Cooper and Jacob, 1946) seeks to find the trans-
missivity of a confined aquifer from large time pumping test data. The solu-
tion of drawdown from a single well pumping at a constant discharge, Qw, is
presented as (11.3.12). Cooper and Jacob (1946) noted that when u is suf-
ficiently small, say, u < 0.01, the well function W (u) can be approximated
as

W (u) ≈ −γ − lnu = ln
0.561
u

, (11.3.16)

where γ = 0.5772157 . . . is the Euler constant. Under such conditions, the
drawdown can be expressed in one of the following forms:

s = (2.3Qw/2πT)[ 1
2 log(2.25Tt/S)− log r], (11.3.17)

s = (2.3Qw/4πT)[log t− log(r2S/2.25T)], (11.3.18)
s = (2.3Qw/4πT)[log(2.25T/S)− log r2/t]. (11.3.19)

Plotting the test results as s vs. log r (at a given t), on a semi-log paper,
(a rather unusual situation, as we rarely have many observation wells), or s
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Figure 11.3.5: Straight line approximations of drawdown during a pumping
test.

vs. log t (for a given r) (i.e., a single observation well), or s vs. log(r2/t) (for
an interference test, with a number of observation wells), the straight lines
shown, respectively, on Fig. 11.3.5 are obtained. Actually, the data lie along
straight lines only for sufficiently large t, or sufficiently small r. Figure 11.3.5
shows how the value of T can be derived from the slope of the straight line.

Since the solution is approximated as a straight line (Fig. 11.3.5), we need,
in principle, only two data points, say, ŝ1 and ŝ2 taken at t̂1 and t̂2 in an
observation well located at a distance r. We can then determine the slope m
of the straight line and its intercept b, from

m =
ŝ1 − ŝ2

log(t̂1/t̂2)
, b = ŝ1 −m log t̂1. (11.3.20)

The transmissivity T and storativity S can then be obtained from

T =
2.30Qw

4πm
, S =

2.25 T

r210b/m
. (11.3.21)

The above parameter estimation example is an exact inverse procedure. How-
ever, despite the simple result, such a procedure is, actually, undesirable be-
cause the drawdown measurements may contain errors. The errors will be
transferred, and even enhanced, to the estimated parameters, particularly if
the observed response (drawdown) is insensitive to the estimated parameters
(Subs. 10.2.2).

To obtain more reliable aquifer parameters, it is better to use all the
drawdown data recorded during the pumping test (barring some outliers that
should be excluded from the data), to obtain the straight line that ‘best’ fits
all the available data.

Thus, we may modify the definition of an inverse problem: finding the set
of parameters that minimizes the discrepancy between the observed data and
that predicted on the basis of the estimated parameters. Particularly, if the
discrepancy is defined as the weighted sum of the squared residuals, we have
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Figure 11.3.6: Linear least square fit.

the so-called least square method. Here, residual means the difference between
the observed data and the prediction based on the estimated parameters.

Let us discuss the basic idea underlying the linear least square method.
The nonlinear least square method will be discussed separately in the ensuing
subsection.
Linear Least Square Method. In this method, we are given a set of
(x, y) data points, as {(x̂1, ŷ1), (x̂2, ŷ2), . . . , (x̂n, ŷn)}, which can be plotted
as points in the xy-plane. We assume that this set of points is approximately
represented by a straight line, with a certain amount of scatter caused by
data errors (see Fig. 11.3.6). Our goal is to find the straight line

y(x) = mx+ b, (11.3.22)

that will best fit the data. Here, the criterion for best fit is that the (weighted)
sum of the squared difference between the data and the straight line,

E =
n
∑

i=1

wi[ŷi − y(x̂i)]2 =
n
∑

i=1

wi[ŷi − (mx̂i + b)]2, (11.3.23)

will be minimized with respect to the two free constants in (11.3.22), m and b.
The use of squared differences (‘errors’) is to avoid the situation that positive
and negative errors cancel each other.

In (11.3.23), we have introduced weights, wi, for the individual residuals.
The weights may allow the user of the least square method to exercise some
subjective judgement, e.g., that outlier data points should be excluded (by
assigning zero weight), or that a certain group of data should be considered
more relevant than other data (e.g., large time data versus small time data).
In a least square procedure that does not assign preference to any data point,
we assign wi = 1 to all weights.

The best fit can be achieved by separately differentiating (11.3.23) with
respect to m and to b, and setting these equations to zero,
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∂E

∂m
=

n
∑

i=1

−2wix̂i[ŷi − (mx̂i + b)] = 0, (11.3.24)

∂E

∂b
=

n
∑

i=1

−2wi[ŷi − (mx̂i + b)] = 0. (11.3.25)

By solving these equations, we obtain the well-known least square formulas
that determine the slope and intercept of the straight line that best fits the
given data points:

m =
wΞxy −ΞxΞy
wΞxx − (Ξx)2

, b =
ΞxxΞy −ΞxΞxy
wΞxx − (Ξx)2

, (11.3.26)

where

Ξx =
n
∑

i=1

x̂i, Ξy =
n
∑

i=1

ŷi, Ξxx =
n
∑

i=1

x̂2
i , Ξxy =

n
∑

i=1

x̂iŷi, w =
n
∑

i=1

wi.

(11.3.27)
The above linear least square procedure can be applied to the long time
pumping test data, using (log t̂, ŝ) as the (x̂, ŷ) data pairs. Once the slope and
intercept are determined from (11.3.27), the transmissivity and storativity
can be evaluated from (11.3.21).

We note that, actually, the criterion for ‘long time’ refers to the dimension-
less parameter u, rather than to the time itself. As (11.3.16) is an approxima-
tion for small u, we may define ‘long time’ as u < 0.01, such that the error in
(11.3.16) is less than 5%. In practice, as u depends on the parameters to be
estimated, S and T, u values are not known a-priori. The selection of data
that satisfy the above criterion is normally conducted by visual inspection of
the straight line behavior in the semi-log drawdown versus time plot.

C. Theis solution and nonlinear least square

In most cases, depending on the values the transmissivity and storativity of
the tested aquifer, the duration of a pumping test is too short for the Cooper-
Jacob inverse procedure to be applicable. Then, the Theis solution, (11.3.8),
must be used for predicting drawdown. Obviously, the linear least square
procedure, used to fit the test data to a straight line, is not applicable, and
a nonlinear least square procedure must be used in order to fit the observed
data to the type-curve solution.
Nonlinear Least Square. Again, we are given a set of (x, y) data, as
{(x̂1, ŷ1), (x̂2, ŷ2), . . . , (x̂n, ŷn)}, which can be plotted as points in the xy
plane. Our goal is to adjust the parameters p of the solution curve, y =
y(x,p), representing the model, or theory, such that the data points will
be best fitted by the type-curve solution. The criterion for the best fit is
the minimization of the sum of the square errors between the model (Theis
solution) and the measured data,
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E(p) =
n
∑

i=1

[ŷi − y(x̂i,p)]2 . (11.3.28)

Note that in the above equation, we have taken the value ŷi (e.g., the draw-
down ŝi) observed at x̂i (e.g., at pumping time t̂i), and found its difference
with respect to the predicted value y evaluated at x = x̂i, y(x̂i,p) (such as
drawdown s(t̂i,T, S) predicted by the Theis equation (11.3.8)).

Our goal is to determine the unique set of parameters, pi, i = 1, 2, . . . ,m,
that will minimize E(p), as defined in (11.3.28). This can be accomplished
by differentiating E with respect to p(= {p1, p2, . . . , pm}), and setting the
resulting derivatives to zero:

∂E

∂pj
= 0; j = 1, . . . ,m. (11.3.29)

By substituting the square error in (11.3.28) into the above equation, we
obtain

n
∑

i=1

[ŷi − y(x̂i,p)]
∂y(x̂i,p)

∂pj
= 0; j = 1, . . . ,m, (11.3.30)

in which x̂i and ŷi are known (observed) data, while the pi’s are the sought
(unknowns) parameters. Equation (11.3.30) contains m equations, in the m
unknowns, pj , j = 1, . . . ,m. In principle, such system can be solved for
the pj-parameters. However, the equations in (11.3.29) are nonlinear. Unlike
a linear system of equations, which can be easily solved, there is no general
algorithm that can be used for the solution of a nonlinear system. Its solution
depends on the actual functions involved. In what follows, we shall explore
the solution of such nonlinear system, when the function y in (11.3.30) is the
Theis solution for s, as given in (11.3.8) and (11.3.9).

In a pumping test, we are given the following information: the constant
pumping rate, Qw, the distance of the observation wells from the pumping
well, r, and the discrete drawdowns, {ŝ1, ŝ2, . . .} recorded at {t̂1, t̂2, . . .}.
These data pairs (t̂i, ŝi) correspond to the (x̂i, ŷi) data referred to in the
nonlinear least square procedure. Hence, the square error to be minimized,
(11.3.28), can be expressed as

E(T, S) =
n
∑

i=1

[

ŝi − Qw
4πT

W

(

r2S

4Tt̂i

)]2

. (11.3.31)

By differentiating (11.3.31) with respect to T and S, and setting the resultant
derivatives to zero, we obtain the following two equations

n
∑

i=1

[

ŝi − Qw
4πT

W

(

r2S

4Tti

)][

exp
(

− r2S

4Tti

)

−W

(

r2S

4Tti

)]

= 0, (11.3.32)
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Figure 11.3.7: Illustration of finding the root of a single variable function,
using the secant method. Successive trials are indicated as 1, 2, 3, . . ..

n
∑

i=1

[

ŝi − Qw
4πT

W

(

r2S

4Tti

)]

exp
(

− r2S

4Tti

)

= 0. (11.3.33)

These two equations can be used to solve for the two parameters T and S.
To make the solution procedure simpler, we rewrite these two equations in
the form

Qw
4πT

=
n
∑

i=1

ŝi exp
(

− r2S

4Tti

)

/

n
∑

i=1

W

(

r2S

4Tti

)

exp
(

− r2S

4Tti

)

. (11.3.34)

Equation (11.3.34) is then used to eliminate the factor Qw/4πT in (11.3.33),
to obtain the single equation (Cheng, 2000),

n
∑

i=1

{

ŝi −
[

n
∑

i=1

ŝi exp
(

− r2S

4Tti

)

/

n
∑

i=1

W

(

r2S

4Tti

)

exp
(

− r2S

4Tti

)

]

×

W

(

r2S

4Tti

)}

exp
(

− r2S

4Tti

)

= 0, (11.3.35)

which is written in terms of the single unknown, S/T. The left hand side of
(11.3.35) is essentially a function of the single variable, f(x). Our goal is to
find its root, x, such that f(x) = 0, with x representing S/T. We shall not
elaborate here on this step. Instead, we shall use Fig. 11.3.7 to illustrate a
procedure known as the secant method (Press et al., 2007) for root finding.

Once the root for S/T is found from (11.3.35), we can use it to evaluate
the right hand side of (11.3.34), which leads to the solution of T. Together
with the root, the value of S is then determined. We note that the resul-
tant parameters are the pair that minimizes the square error between the
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observed and the calculated values (Theis equation). A Fortran program for
this least square based parameter determination for the Theis solution (con-
fined aquifer) and for the Hantush-Jacob solution (leaky aquifer), can be
found in Cheng (2000).

11.3.2 Regional scale parameter estimation

Parameter estimation on a regional scale is a much more challenging problem
than local parameter estimation, because more often than not, there is not
sufficient data to support a reliable solution of the inversion problem. The het-
erogeneity of the field and the uncertainty caused by the lack of information
make a stochastic inversion an attractive solution. In what follows, we shall
discuss both deterministic and stochastic parameter estimation techniques.

A. Deterministic parameter estimation

To solve an inverse problem, we first need to perform parameterization of
the missing information. For example, the hydraulic conductivity is gener-
ally a two-dimensional or three-dimensional spatial function. As we cannot
solve an inverse problem to obtain a function, as the latter has an infinite
number of degrees of freedom, we need to parameterize the function. We
may approximate the function by some low degree of freedom interpolation,
K(x, y, z) =

∑m
i=1 αiφi(x, y, z), where the αi’s are constant parameters to be

determined in the inverse problem, and the φi’s are given basis functions,
e.g., polynomials. Or, we may divide the aquifer domain into zones, either
based on our knowledge of the region’s hydrogeostratigraphy, or arbitrarily,
based on a selected computational grid. The hydraulic conductivity is then
expressed as a set of discrete values in the selected subregions. On other oc-
casions, the missing information may be the location and time of release of a
contaminant source. Or, we may wish to search for a geometric shape, such as
the location and size of a breach area between two aquifers, or the unknown
location of a fault. In such case, the parameters may be the origin and radius
of a circle that approximates the breached area, or a set of Cartesian coordi-
nates (xi, yi) that defines line segments that approximate a sought boundary.
We can denote these parameters as the vector θ.

A common approach for solving an inverse problem is to solve it as an
optimization (minimization) one. The first step is to define the discrepancy
(error) between the observed data, uobs, and the predicted (by the model)
data, umodel. One way to define this difference is to express it as the sum of
the distance between observed and model-predicted data,

E =
n
∑

i=1

|uobs
i − umodel

i |, umodel
i = umodel

i (θ). (11.3.36)

Or, more commonly, we define the discrepancy as the sum of the square
errors,
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E =
n
∑

i=1

(uobs
i − umodel

i )2. (11.3.37)

We have here an optimization problem: the objective function, which we wish
to minimize with respect to the parameters θ, is the error defined in (11.3.36)
or (11.3.37), while the decision variables are the parameters θ. We can, thus,
express the inverse problem in the form

Minimize Z(θ) =
n
∑

i=1

(uobs
i − umodel

i )2. (11.3.38)

Sometimes, observations are made on two state variables, e.g., piezometric
head and concentration (e.g., in the case of a contaminant transport model).
In such cases, we will have multiple measures for error, and the optimization
problem becomes one with two objectives.

Once the inverse problem is cast into an optimization problem, we have
many different optimization solution methods at our disposal. Linear and
nonlinear programming, the method of steepest descent, higher order gradient
search, the genetic algorithm, and other methods may be employed. These
methods were already discussed in Sec. 11.2.

Despite the above statement that an inverse problem is nothing but an
optimization problem, some cautionary remarks are appropriate. First, gen-
erally, inverse problems are not well-posed and, thus, may not have unique
solutions. In fact, we can make two statements: the inverse problem is not
unique, because there is no unique selection of the objective functions that we
wish to minimize; and it is also not unique because it depends on the amount,
as well as on the spatial and temporal distribution of the measured data used
for the calibration. In an inhomogeneous case, it depends also on how we have
divided the heterogeneous region into homogeneous subregions, thus deter-
mining the number of parameters to be estimated. Inverse problems can also
be unstable, because of the lack of sensitivity of the data to the parameters
to be determined, and because of the lack of a sufficient amount of measured
data. Hence, the success of solving a parameter estimation problem depends
not only on the methodology selected for performing the inverse/optimization
procedure, but also on the amount, quality, and type of available data.

B. Estimating the parameters of a geostatistical model

As indicated in the preceding subsection, the solution of a parameter esti-
mation problem, especially in the (usual) case of a heterogeneous domain,
is non-unique and unstable. In practice, a more reliable estimate is obtained
if we have more actually observed data. For example, a much more reliable
solution of the inverse model can be obtained if, in addition to observed
data on state variables, we have a good amount of information on the model
coefficients themselves.
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Suppose we wish to solve the inverse problem for a heterogeneous aquifer,
i.e. to determine the spatial distribution of its transmissivity and storativity.
In addition to data on the piezometric head, we have the results for T and S
obtained from pumping tests conducted at a number of locations across the
aquifer. Once we have this set of sampled parameter values, kriging can be
utilized to obtain the estimated values of these parameters across the entire
field (Subs. 10.2.1). However, since the values the piezometric head depend
on those of T and S, we can now use the observed data of piezometric head in
order to improve the estimates of T and S, obtained by the kriging method.

The spatial statistical structure of the piezometric head contains informa-
tion on the statistical structure of the coefficients T and S. As discussed in
Subs. 10.2.1, (1) kriging itself does not provide the large scale trend (drift)
of the parameter field, and (2) the kriging model requires as input infor-
mation on the covariance (semivariogram), which is typically constructed by
some empirical means. The availability of head observations may allow us to
estimate the trend, as well as the covariance, in an inverse procedure.

Consider an aquifer in which we have observed the transmissivity T, ex-
pressed in the form, Y = log T, at m locations, Y = {Y1, Y2, . . . , Ym}.
We also have observed values of the piezometric head at n locations, h =
{h1, h2, . . . , hn}. For the purpose of modeling the heterogeneous transmis-
sivity as a random field, we assume that the inhomogeneous (nonstationary)
mean of the log-transmissivity (trend) has the following simple linear struc-
ture

Y (x) = β1 + β2x+ β3y. (11.3.39)

We also assume that the covariance is homogeneous (stationary) and is of
the following form (Hoeksema and Kitanidis, 1985b)

cY Y (xi,xj) = ψ1δij + ψ2e
−rij/ψ3 , (11.3.40)

where rij = |xi,xj | is the distance between the two locations, xi and xj , and
δij is the Kronecker delta. The covariance is homogeneous because it depends
only on the distance between any two points, and not on their location. Our
goal is to determine the drift parameters, β = {β1, β2, β3}, and the covariance
parameters, ψ = {ψ1, ψ2, ψ3}, by utilizing the inverse procedure.

The criterion for their determination can be based on the minimization of
the maximum likelihood estimate given by (Sun, 1994)

Minimize Z(ψ,β) = log |CD(ψ)|
+ [ZD −MD(β)]T C−1

D
(ψ) [ZD −MD(β)] , (11.3.41)

where ZD is an (m + n) × 1 vector, consisting of YD, an m × 1 vector of
the logarithm of the hydraulic conductivity, and hD, an n× 1 vector of head
values, at the sampling points; MD(β) is an (m + n) × 1 vector consisting
of the mean of the logarithmic hydraulic conductivity, evaluated at the data
point, YD(β), using the model given in (11.3.39), and the mean of head at
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data points, hD. CD is an (m+n)× (m+n) covariance matrix, consisting of
covariances of the hydraulic conductivity and the head at observation points,
given as

CD(ψ) =
[

CD,Y Y CD,Y h

CD,Y h
T CD,hh

]

. (11.3.42)

With the covariance expressed as (10.1.5), the sub-matrices are

CD,Y Y = Y′
D

Y′
D

T , (11.3.43)

CD,Y h = Y′
D

h′
D

T , (11.3.44)

CD,hh = h′
D

h′
D

T , (11.3.45)

where CD,Y Y , CD,Y h and CD,hh are, respectively, m ×m, m × n, and n × n
matrices, and Y′

D
= YD−YD and h′

D
= hD−hD are the perturbations from

the mean.
In (11.3.42), CD,Y Y (ψ) can be evaluated from the model, (11.3.40), with

assumed ψ values. The other covariances, involving head values, are evalu-
ated by a numerical solution of the stochastic groundwater flow model. In
stochastic models, such as those discussed in Chap. 10, we can construct a
sensitivity matrix, D, such that the perturbations of head, h′, at the N grid
nodes of the numerical solution, can be correlated to the perturbations of the
hydraulic conductivity at the same nodes, Y′, i.e.,

h′ = DY′, (11.3.46)

where h′, D, and Y′ are, respectively, N × 1, N ×N and N × 1 matrices.
From the numerical solution, we can interpolate to find the head pertur-

bations at the data points through an n × N weighting matrix, WD, such
that

h′
D

= WD h′ = WD DY′. (11.3.47)

Substituting the above equation into the covariance matrices in (11.3.44) and
(11.3.45), leads to

CD,Y h
T = (WD D)Y′ Y′

D

T , (11.3.48)

CD,hh = (WD D)Y′ Y′T (WD D)T . (11.3.49)

With all the above quantities defined, the objective function (11.3.41) can be
evaluated with a given set of ψ- and β-values, and minimized with respect
to these decision variables, using some optimization procedure, such as the
gradient search technique.

Once these trend and covariance parameters have been found, the hy-
draulic conductivity for the entire field can be estimated, using the cokriging
formula, (10.2.25), which uses both the hydraulic conductivity and head data,
rather than the hydraulic conductivity data alone.
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valeurs measurées de la dispersivité macroscopique d’un milieu aqiufère,

References



787
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Abrupt boundary

between immiscible fluids, 184

between miscible fluids, 184

Absorption, 422

Accretion, 193, 212

rate of, 193, 194, 212

Activation energy, 399

Activity, 396, 409

coefficient, 396, 509, 511

Adatom, 351

Adhesive fluid, 256

Adsorbate, 401

Adsorbent, 401

Adsorption, 382, 401, 402

chemisorption, 401

equilibrium, 401

hydrophobic organic, 404

intragranular, 421, 462

two-site equilibrium-kinetic model, 420

Adsorption isotherm, see Isotherm

Advection, 473

Advection-dominated transport, 418, 467,
555, 570, 579

Advection-only transport, 467, 473, 476

Advective flux, 164, 165, 346, 347, 357

Aeration zone, 67, 251

Aerobic, see Biodegradation

Air dissolution, 386

Air entry pressure, 264, 266, 296

Air sparging, see Remediation technique

Air stripping, see Remediation technique

Airborne electromagnetic method, see
Geophysical method

Algebraic mean, 145

Algebraic-differential equation, 491

Alkalinity, 495

Anaerobic, see Biodegradation

Analytic element method, 560, 589

Analytic hierarchy process, 739

Analytical solution, 526

reactive solute transport, 455

retardation, 437

saltwater intrusion, 613

solute transport, 446

stochastic, 678

unsaturated flow, 305, 315, 322

Anisotropic

hydraulic conductivity, see Hydraulic
conductivity

permeability, see Permeability

Anthropogenic materials, 11

Apparent phase, 459

Apparent saturation, see Saturation

Aquifer, 65, 69

artesian, 195

classification of, 69

coastal, 593

confined, 69, 533, 568

equivalent homogeneous, 55

function of, 8

inhomogeneous, 55, 77, 533

layered, 143

leaky, 545, 745

confined, 70

phreatic, 70

mining of, 10, 22

multilayered, 220, 226, 589, 620

perched, 69

phreatic, 69, 84

sustainable yield, 22

two-aquifer system, 228

unconfined, 69, 678

Aquifer-aquitard system, 226

Aquifuge, 65

Aquitard, 65, 70, 83

storage change, 223

Arrhenius equation, 399, 432

Artesian well, see Well
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Artificial dispersion, 557

Artificial recharge, 28, 89, 108
clogging, 95

ditches and furrows, 93
infiltration basin, 93
methods of, 93

objectives of, 89
surface spreading, 93

wells, 95
Asymptotic

expansion, 62, 129, 130
solution, 57

Atmospheric circulation, 2
Autocorrelation, 646, 647

coefficient, 647
spatial, 649
temporal, 649

Autocovariance, 646, 679, 682, 685
isotropic, 649

spatial, 649
temporal, 649

Autoregressive method, 86
Average

intrinsic phase, 46–48, 138, 291
mass, 47
phase, 47

velocity, 115
volume, 46, 51

Averaging
over μREV, 49, 53

over area, 138
over macroscopic heterogeneity, 54

over microscopic heterogeneity, 50
over REV, 43, 45, 46, 48, 49
over RMV, 54, 373

over volume, 138
Avogadro’s number, 344

Backward difference approximation, see
Finite difference method

Balance equation, 34, 178

2-D, 218
2-D by integration, 207

confined aquifer, 213
leaky aquifer, 214, 215

linearized, 218
macroscopic, 165
of an extensive quantity, 163

phreatic aquifer, 215
regional, 107

single species, 376
vertically integrated, 208

Base flow, 10, 98
Basis function, 542, 547, 659, 755

Batch adsorption experiment, 403

Beaver-Joseph condition, see Boundary
condition

BEM, see Boundary element method
Bentonite, 351

Berger equation, 323
BFGS method, 715, 717, 718

Binary system, 347

Biodegradation, 424, 425, 523
aerobic, 425, 426

anaerobic, 425, 426
rate, 427

respiration, 425

Biofilm, 424
Biomass, 425

BIOMOC, see Computer code

BIOPLUME, see Computer code
Bioremediation, see Remediation

technique, 590

Biosparging, see Remediation technique
Biot model, 177, 179, 238, 246

Biotransformation, 424, 426, 523, 590

Bioventing, see Remediation technique
Boltzmann transform, 323

Boundary condition, 34, 182, 185, 310, 535,
602, 625, 626

2-D flow, 221
artificial boundary, 202, 444

artisian well, 196
Beavers-Joseph, 202

between porous media, 189, 440

boundary layer, 442
buffer zone, 442

Cauchy, 566

clogged river bed, 222
concentration, 439

concentration flux, 439
constant-flow cell, 536

Dirichlet, 187, 312, 439, 535, 542, 553,
564

essential, 542
first type, 187, see Dirichlet

flowing water, 199
flux, 188, 222, 312

general macroscopic for extensive
quantity, 186

head, 187, 221, 311
impervious, 188, 312, 439

infiltration, 317

moisture content, 311
natural, 542

Neumann, 188, 313, 439, 535, 542, 564
open channel flow, 202

phreatic surface, 192, 442
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pressure, 187, 311

pumping well
head, 196

specific discharge, 196
Robin, 189, 198, 313, 439, 536
saturation, 311

second type, see Neumann, 313
seepage face, 194, 443

semipervious, 189, 198, 222, 536
spring, 196, 222

confined aquifer, 197
phreatric aquifer, 196

suction, 311
third type, see Robin, 313
transition zone, 442

type 1, see Dirichlet
type 2, see Neumann

type 3, see Robin
with a fluid body, 440

Boundary element method, 543, 560, 680
stohastic, 678

Boundary integral equation, 563

Boundary value problem
ill-posed, 566

well-posed, 542, 564
Boussinesq equation, 216

Bracketing method, 715
Breakthrough curve, 353

Brinkman
equation, 149, 187, 201
law, 131

Brownian motion, 346, 355
Bubbling pressure, 264, 268, 270, 284, 296

Bulk density, 75

Calcite, 498

Calcium carbonate, 498
Calibration, see Model
Canonical form, 486, 489

Cap, see Remediation technique
Capillary

barrier, 284
diffusivity, see Diffusivity

fringe, 68, 152, 283, 335
pressure, 252, 256, 259, 331

macroscopic, 259
pressure curve, 261, 264, 267, 270, 332

hysteresis, 282

scanning curves, 280
pressure head, 259

equivalent, 336
threshold, 264

rise, 154
typical value, 153

tube, 258

zone, 68
Capture zone, 517, 589, 608

Carbonate system, 493

Catalyst, 425
Cation exchange capacity, 498

Cauchy-Riemann condition, 235
Cell-centered approach, see Finite

difference method

Central difference approximation, see
Finite difference method

Chance constrained programming, 727
Channel routing, 588

Characteristic
curve, 475

function, 51

line, 571, 573
Characteristic length, 49, 50, 54, 468, 472,

474

of aquifer, 102
of dimensional analysis, 146, 147

of heterogeneity, 77

of void space, 146
Charge exclusion, 371

Chemical
component, 344, 346, 348, 386, 486

definition of, 43

equilibrium, 409, 434
kinetics, 412, 413, 428, 430

nonequilibrium, 412
potential, see Potential

species, 344, 346, 386

basis, 486, 489
definition of, 43

primary, 486, 489
reacting, 482

Chemisorption, see Adsorption

Chlorinated solvents, 19
Choleski decomposition, 582

Clay blanket, see Remediation technique
Clogging, 120

Code, see Computer code

Code verification, 36
CODESA-3D, see Computer code

Coefficient
experimental determination of, 37

interpretation of, 35
model, 45

of inconsistency, 736

randeom, 737
of variation, 691

Cohesive force, 253
Cokriging, 659, 758

Collector well, see Well
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Collocation method, 544, 564

Compaction, 237
Compartmental model, see Model

Complete model, see Model

Compressibility
coefficient of fluid, 170

coefficient of porous medium, 179
coefficient of rock, 174

coefficient of soil, 174
coefficient of vertical, 246

of water, 171
Computer code, 36, 525, 526, 583

BIOMOC, 590

BIOPLUME, 590
CODESA-3D, 588, 628

DSTRAM, 628
FEAS, 628

FEFLOW, 330, 587, 628
FEMWATER, 330, 586

GMS, 586, 587

HSPF, 85
HST3D, 586, 591

Hydrocomp, 85
HYDRUS, 330, 587

IHDM, 86
MIN3P, 509

MLAEM, 589
MOC, see MOC3D

MOC3D, 574, 584, 585, 590, 601

MOCDENSE, see MOCDENSE3D
MOCDENSE3D, 585, 628

MODFLOW, 533–535, 584–588
MODFLOWP, 584

MODPATH, 584, 586
MT3D, see MT3DMS

MT3DMS, 574, 585–588

NAPL Simulator, 590
NUFT, 589

ParFlow, 588
PEST, 586, 587

PHAST, 508, 591
PHREEQC, 488, 508, 590, 591

PULSE, 88
Random Walk, 586

RETRASO, 508

RORA, 88
RT3D, 586

SEAWAT, 588, 628
SHARP, 588

SHE, 85
SLAEM, 589

STOMP, 589

SUTRA, 330, 587, 601, 628
SWAT, 586

SWIFT, 628

SWM, 85
SWMM, 85

SWRRB, 86

TOUGH, 508, 588
UTCHEM, 586, 590

WHPA, 589
Computer program, see Computer code

Concentration
mass, 344

molar, 344, 392, 396
thermodynamic, 406

total, 489

Conceptual model, see Model
Condensation, 2

Condition number, 569, 581
Conditional probability, 692

Conditionally stable, see Stability
Cone of depression, 618, 745

Confined aquifer, see Aquifer

Conjugate gradient method, 580, 717
incomplete Choleski, 582

incomplete LU, 582
Conjunctive water use, 695

Connectivity data, 558
Conservation principle, 538

Consolidation, 237, 238
vertical only, 179

Constitutive equation, 34, 178, 182, 205

Constraint, 696, 699, 700, 723
deterministic, 726

equality, 700, 714
examples, 697

flow model as, 699, 709, 711, 714, 725
inequality, 700

linear, 700

nonlinear, 700, 712
nonnegative, 706

primary, 701, 708, 714
probabilistic, 726

Contact angle, 254, 261
Contaminant, 251, 341

transport, see Solute transport
Contamination

control measures, 515

source, see Pollution source
Continuity equation, 131–133, 137, 447

Continuum, 1, 42, 43, 50, 53
approach, 42–44, 46

concept, 43
heterogeneous, see inhomogeneous

homogeneous, 50

inhomogeneous, 50
model, see Model, 53
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Contour map, 229, 230

typical features of, 232
Control volume, 162, 163, 570, 745

Control volume finite element method, 559
Convergence, 527

Cooper-Jacob solution, 747, 749
Correlation, 642

coefficient
auto, 647

cross, 647
length scale, 647

time scale, 647
Coupled surface-subsurface flow, 588
Covariance, 645, 672, 679, 758

parameter, 757
Cross permeability coefficient, 290

Cumulative probability density function,
727

Cutoff wall, see Remediation technique

Damköhler number, see Dimensionless
number

Darcy number, see Dimensionless number

Darcy unit, 118
Darcy’s law, 53, 109, 110, 623

anisotropic, 120

empirical, 109
general form of, 126

inhomogeneous porous medium, 117, 561
theoretical derivation, 125

unsaturated, 289, 291
validity of, 145

Darcy, Henri, 109
Darcy-Forchheimer equation, 148

Darinage
channel network, 93

gravity, 68
of pores, 262–265, 267, 278, 280

retention curve, 264
system, 16, 88, 515, 516

DC resistivity, see Geophysical method
Dead-end pore, 74, 115, 458

Debye-Hückel equation, 509
Decay, 10, 92, 382, 384, 398, 400, 445, 455,

456, 480, 586

first order, 380, 433, 445, 446, 450, 468
in porous medium, 400

radioactive, 380, 385, 397, 398, 400, 434,
452, 454, 468, 480, 482

rate constant, 446, 455, 460, 468, 480

Decision variable, 23, 89, 614, 698–701,
704–708, 710, 712, 713, 715–717, 719,
723, 728, 729, 756, 758

examples, 696

fictitious, 708

space, 698, 724, 730

Deformable porous medium, 242
Deformation, 172

Degrees of freedom, 446
number of, 505

Delauney triangulation, 559

Delayed storage, 224
Dense nonaqueous phase liquid, see

DNAPL

Density dependent solute transport, see
Solute transport

Design variable, see Decision variable
Desorption, 401, 402

curve, 264
Deterministic

approach, 637

model, 638, 639, 692
process, 639

Diffuse element method, 559
Diffusion equation, 531

nonlinear, 323, 327

Diffusion-dominated transport, 418
Diffusive flux, 164, 165, 346, 347

definition of, 164

mass, 347
Diffusivity, 324, 327, 348, 351, 465

capillary, 293
moisture, 35, 293, 318

molecular, 293, 418, 460

of aquifer, 214, 215
of porous media, 180

Dilation, 169
Dimensionless number

Damköhler number, 389, 391, 416, 470

1st kind, 470, 471
2nd kind, 470, 471

3rd kind, 470, 471

Darcy number, 146
Fourier number, 215, 469, 472

Peclet number, 359, 389, 391, 416, 467,
469, 470, 473–475, 555, 558, 624

Reynolds number, 145–147, 472

Strouhal number, 389, 391, 416, 469,
470, 472

Dirac delta function, 180, 214, 388, 562
Direct problem, see Forward problem

Direct substitution approach, 509

Dirichlet boundary condition, see
Boundary condition

Discharge

groundwater, 88
per unit width, 237

pumping, 108
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spring, 81, 100, 101

streamflow, 86
Discontinuous Galerkin method, 576

Dispersion

coefficient, 361, 363, 625
advective, 358

hydrodynamic, 371
isotropic porous medium, 362

longitudinal, 362
mechanical, 358

transverse, 362

effect of molecular diffusion, 355
hydrodynamic, 351, 353, 356, 595

longitudinal, 353
mechanical, 354

principal directions, 361
tensorial nature, 362

transverse, 353

Dispersive flux, 165, 356–358, 624
of total mass, 624

Dispersivity, 360, 631
anisotropic, 362

components of, 360, 361
horizontal transverse, 376

isotropic porous medium, 361

longitudinal, 360, 375, 628
scale effect, 375

transverse, 360, 367, 628
transverse isotropy, 362

vertical transverse, 376
Displacement, 177

Dissolution, 382

Distribution coefficient, see Isotherm
Divergence

of flux, 162
physical interpretation of, 163

theorem, 138, 139, 142
DNAPL, 19–21, 342, 513, 517

definition of, 19

ganglion, 288
Dominance of effects, 467

Double index convention, 122
Double porosity

model, 55
porous medium, 402, 421, 422, 458, 462,

463, 585, 588

Drag, 126

Stokes, 126
viscous, 148

water-air interface, 290
Drainage, 7, 24, 105, 108

Drainage curve, see retention curve
Drainage system, 106

Drawdown, 663

Drift, 757

parameter, 757
Drilling mud, see Pollution source

Drying
front, 320

scanning curve, 280
Dual continuum, see Double porosity

Dupré equation, 255
Dupuit assumption, 154, 155, 157, 208,

588, 589, 604, 606, 607, 610, 613–616

phreatic aquifer, 152
Dupuit-Forchheimer discharge formula,

157, 158, 230

Effective hydraulic conductivity, see
Hydraulic conductivity

Effective permeability, see Permeability
Effective porosity, see Porosity

Effective stress, 171, 173, 300
Einstein summation convention, 122, 143,

350

Electric heating, see Remediation
technique

Electrical conductivity, 345

Electro-kinetic enhanced remediation, see
Remediation technique

Electromagnetic field

primary, 598
secondary, 598

Electromagnetic method, see Geophysical
method

Electron acceptor, 425

terminal, 426
Electroneutrality, 349

Element-free Galerkin method, 559
Element-free method, 559

Elevation head, 112
Energy

due to pressure, 112
potential, 112

Ensemble, 643
average, 643–646, 651, 671, 679–682

space, 642
statistics, 643, 648, 666

Entrapped air, 94, 280, 281, 295, 302, 318
Entropy, 409

rate of production, 358
Envelope function, 672

Enzymes, 425
Equilibrium

coefficient, 406
constant, 395, 396

equation, 171, 242
Equipotential, 154, 229–231, 235, 236, 240
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boundary, 221

refraction law, 191
surface, 113, 229

vertical, 78, 80, 151, 154–156, 159, 208,
214

Equivalent

concentration, 345
per liter, 345

per million, 345
unit, 344, 498
weight, 345

Equivalent hydraulic conductivity, see
Hydraulic conductivity

Ergodicity, 650, 651

hypothesis, 652, 653, 668
Error

roundoff, 527
truncation, 527, 530

Essentially horizontal flow, 149, 207
Essentially vertical flow, 225

Euler’s method, 478
Eulerian

approach, 570

formulation, 466
Eulerian-Lagrangian

formulation, 466
localized adjoint method, 576

method, 444, 570, 574, 585, 586, 588
modified, 578

Evaporation, 2, 103, 313
models, 104

Evapotranspiration, 28, 103, 108, 314
methods for determining, 104

potential, 103
Excess pressure, 243
Excess stress, 243

Existence of solution, 203
Expectation, 643

Exponential integral, 248, 746
Extensive quantity, 46, 52, 163

Fair and Hatch formula, 119
Faraday’s constant, 349

FDEM, see Frequency domain electromag-
netic method

FDM, see Finite difference method

Feasible solution, 698, 701, 702, 725, 729
boundary of

hyperplane, 706
plane, 706

domain of, 704
region of

polygon, 706
polyhedron, 706

polytope, 706

FEFLOW, see Computer code
FEM, see Finite element method

FEMWATER, see Computer code

Fertilizer, 18
Fick’s law, 293, 346, 348, 358, 370, 417

averaged, 355
macroscopic, 349, 350

Field capacity, 18, 68, 285, 286, 318

Film flow, 294
Finite difference method, 527, 537, 543

backward difference, 529, 531, 556
boundary cell, 535

cell-centered, 533, 535, 711

central difference, 529, 531
code, 584, 586, 588, 590

constant-head cell, 535
Crank-Nicolson scheme, 531, 533, 534

diffusion equation, 531

explicit scheme, 531, 532, 534
forward difference, 478, 529, 531

grid-centered, 528
implicit scheme, 531, 533, 534

Laplace equation, 528, 530

no-flow cell, 535
variable-head cell, 535

Finite element method, 535, 538, 541, 559,
586–588, 590

control volume, 559

Galerkin formulation, 541, 543, 547, 550,
552, 565, 587

meshless, 558
Petrov-Galerkin, 576

stabilized, 558
stochastic, 678

streamline diffusion, 576

strong formulation, 553
weak formulation, 552, 555

weighted residual formulation, 541, 542
Finite volume method, 533, 535, 537, 559,

703

cell-centered, 539

edge-centered, 539
solute transport equation, 538

vertex-centered, 539
First order reaction, see Reaction

Flow equation, 161, 179
3-D saturated, 180

unsaturated, 302

in terms of pressure, 302
Flow line, 479

Flow model
2-D, 207

complete, 219
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complete 3-D, 203

content of, 205
Flow net, 233, 236

inhomogenous medium, 237
Fluid velocity, 115

Flux equation, 34
Fokker-Planck equation, 322, 677

Forchheimer law, 131
Forecasting problem, see Forward problem

Forward difference approximation, see
Finite difference method

Forward problem, 742
Fractional wettability, see Wettability

Free product, 19, 411
Frequency domain electromagnetic

method, see Geophysical method

Freundlich isotherm, see Isotherm
Fundamental solution, 543, 560, 562

Funicular saturation, 261
FVM, see Finite volume method

Galerkin method, see Finite element
method

Ganglia, 19, 518
Gasoline compound, 15

Gauss elimination, 579
Gaussian distribution, 645, see Normal

distribution

Genetic algorithm, 700, 720, 721
binary code, 724

chromosome, 724
crossover, 721, 725

family, 721
fitness, 724

individual, 721
mutation, 721, 725
population, 721

pseudo-code, 725
selection, 721, 725

Geochemical method, 599
Geological method, 596

Geophysical method, 597
airborne electromagnetic, 598

DC resistivity, 597
frequency domain electromagnetic, 598

ground penetrating radar, 599
loop-loop electromagnetic, 599

time domain electromagnetic, 598
very low frequency electromagnetic, 599

Geostatistics, 653, 654
Ghyben-Herzberg approximation, 595,

605–607, 613–615, 690

Gibbs
free energy, 409

phase rule, 506

Global minimum, 719, 720

Glover solution, 691

GMS, see Computer code

Gradient search method, 713, 715, 716

gradient method, 700, 715

search method, 715

second order method, 715, 717

unconstrained, 713

Grain diameter

effective, 119

harmonic mean, 153

mean, 146

Grain size distribution, see Soil

Gravel pack, 112

Gravity potential, see Potential

Green’s

function, 562

function method, 678

second identity, 561

theorem, 561

Green-Ampt model, 316

Grid

structured, 537, 539

Thiessen network, 538

unstructured, 537, 539, 541

Ground penetrating radar, see Geophysical
method

Groundwater, 2, 65

balance, 81

characteristics, 5

contamination, 11, 341

definition, 65

development, 7

divide, 231, 232, 619

in water resources systems, 2

legal aspect, 7

management, 695, 696

map, 228

model, see Model

motion, 109

mound, 618

pollution source, 12

potential, see Potential

quality, 6, 341

recharge, see Recharge

regulation, 513

remediation, see Remediation

reservoir, 65

table, see Water table

unsaturated, 251

zones, 67

Grout curtain, see Remediation technique
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H-p clouds method, 559

Haines jump, 279
Harmonic

potential, see Potential

function, 113
mean, 145

Heat transport, 586–588
Henry’s law, 308, 380, 387, 411, 504

coefficient, 504

Hermite interpolation, 569
Hessian matrix, 715, 717, 718

Heterogeneity, 637, 640
field scale, 371

microscopic scale, 373

pore scale, 372
scale of, 50, 372

Hill slope runoff, 588
Hodograph method, 619

Homogenization, 49, 55, 56, 62, 125, 128,
129, 132, 200

Darcy’s law, 128, 134
effective hydraulic conductivity, 140

layered aquifer, 143
mathematical theory of, 55

of ordinary differential equation, 57

two scales, 58
Horton infiltration equation, 316

HSPF, see Computer code
HST3D, see Computer code

Hubbert’s potential, see Potential

Hydraulic
approach, 78, 207

containment, see Remediation technique
gradient, 83, 114, 116, 150

radius, 118, 146

Hydraulic conductivity, 111, 118
anisotropic, 63, 120, 122, 123, 143, 145,

157

effective, 292
equivalent, 56, 125, 143, 145

equivalent anisotropic, 63

hysteresis in, 297
isotropic, 118

principal directions of, 123
representative values, 118

second rank tensor, 120
unit of, 118

Hydraulics of wells, 195, 745

Hydrocomp, see Computer code
Hydrodynamic dispersion, see Dispersion,

621

Hydrological cycle, 1, 2, 65, 109
Hydrophobic, 404, 406

compound, 523

HYDRUS, see Computer code

Hygroscopic
coefficient, 68

water, 68
Hyperbolic partial differential equation,

see Partial differential equation

Hysteresis, 278–280, 282
in water capacity, 302

ink bottle effect, 279
raindrop effect, 279

Identification problem, see Inverse problem
IHDM, see Computer code

Ill-conditioned, 569
Ill-posed problem, 38, 203, 743, 756

Imbibition, 264, 278
curve, 264

Immiscible fluids, 42, 601

Immobile water, 458
balance equation, 458

Immobile wetting liquid, 459
Impervious boundary, see Boundary

condition

Independent domain theory, 282
Indifference curve, 732

Induced recharge, 96
Inertial effect, 148

Infeasible solution, 698, 714
Infiltration, 3, 84, 109, 251, 313, 315, 317

capacity, 314, 315, 317, 326
rate, 319

Influence

function, 707
matrix, 707, 708

Inhibitor, 429
Initial condition, 34, 182, 185, 221, 310,

438, 602, 625

2-D flow, 221
solute transport, 438

Injection, 387
Insular saturation, see Saturation

Integral scale, 647, 672
Integrodifferential equation, 228, 324
Intensive quantity, 52

Interface, 253, 602
condition, 603

equation of, 603
moving, 601, 603, 604

slope of, 605
Interfacial

free energy, 253
tension, 254

Interference test, 750
Intergranular stress, 172, 173
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Intermediate wetting, 331

Intermediate zone, 68
Interpolation function

global, 542, 552
local, 543, 550, 552
piecewise continuous, 543, 550

Intragranular adsorption, see Adsorption
Intrinsic permeability, see Permeability

Intrinsic phase average, see Average
Inverse method, 598

Inverse multiquadric function, 568
Inverse problem, 37, 269, 662, 742, 743, 755

Ion
exchange, 405

exclusion, 371, 491
Ionic

solid, 407

strength, 397
charge, 345

Irreducible
moisture content, 192, 265

water saturation, 152, 267, 274, 294
Irreversible process, 353

Irrigation return flow, 18, 28, 88, 108, 314
Irrotational flow, 113
Iso-preference surface, 732

Isotherm, 401, 404, 434, 435
adsorption, 402, 434

balance equation, 379
definition of, 402

distribution coefficient, 403
equilibrium, 401, 403, 420, 448, 472

equilibrium ion-exchange, 351
Freundlich, 403, 434
Langmuir, 403

linear, 379, 400, 403, 420, 436, 437, 448,
460, 464, 472

nonlinear, 379, 403, 437

partitioning coefficient, 403
Isotopes, 600

Isotropy, 76, 143, 360

Kanat, 105

Kelvin equation, 277
Kelvin’s law, 274, 275

Kinetic approach, 383
Kinetic energy head, 112
Kirchhoff transform, 322

Kriging, 639, 647, 652–654, 672, 675, 757
ordinary, 657

sample point, 655
simple, 656

universal, 658
unsampled point, 655

unsmapled point, 660

with a trend, 658

Lagrangian
method, 444

approach, 570, 572
balance equation, 466
multiplier, 658

Lamé’s coefficients, 176
Laminar flow, 145
Land subsidence, see Subsidence

Landfill, 6, 11–13, 342, 515
Langmuir isotherm, see Isotherm

Laplace equation, 113, 167, 181, 219, 235,
528, 562

Laplace formula, 257, 258, 265, 273, 332
Law of mass action, see Mass reaction law

LEA, see Local equilibrium assumption
Leachate, 6, 12, 13, 16, 17, 342, 515
Leakage, 83

factor, 745
Leakance, 215, 537

Leaky confined aquifer, see Aquifer
Leaky phreatic aquifer, see Aquifer
Least square method, 540, 751

Leibnitz’ rule, 151, 209
Light nonaqueous phase liquid, see LNAPL
Linear algebraic equation, 530, 543

Linear least square method, 751
Linear programming, 700

standard form, 700, 701

Liquid waste disposal, 92
LNAPL, 19, 20, 342, 516

definiton of, 19
spill, 333

Local derivative, 572

Local equilibrium assumption, 389, 509
Local minimum, 719, 720
Local Petrov-Galerkin method, 559

Log-normal distribution, 653, 669
Longitudinal dispersion, see Dispersion

Loop-loop electromagnetic method, see
Geophysical method

LP, see Linear programming
LU decomposition, 582

Lumped parameter model, see Model
Lyophobic, 401

Macrodispersion, 661

Macrodispersive flux, 212, 373
Macropore, 402
Macroscopic scale, see Scale

Management
alternatives, 695–697
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coastal aquifer, 633

decisions, 697
problem types, 695

sustainable, 1, 634

Mass action law, 396, 406, 507
Mass average, see Average

Mass balance, 88, 104, 218

Mass balance equation, 27, 125, 130, 161,
162, 166–169, 175, 177–179, 181, 182,
187, 200, 205, 212, 219, 223, 233, 241,
483, 533, 538, 624, 625

3-D saturated, 179

averaged, 213
compressible fluid, 176, 239

confiend aquifer, 219

deformable porous medium, 177, 239
integrated, 239

leaky aquifer, 215, 220
linearized, 247

macroscopic, 133, 140, 166, 218

phreatic aquifer, 216, 219
solid, 167

unsaturated, 297
Mass balance law, 199

Mass concentration, see Concentration

Mass fraction, 348, 387, 405, 418, 501, 504,
622

definition, 345

normalized, 622, 625, 627

salt, 622, 623, 631
Mass transfer

between fluid and solid, 418
between fluids, 415

coefficient, 417, 419

interphase, 305, 382, 415
nonequilibrium, 415

Material
interface, 166

surface, 167, 312, 603

Material derivative, see Total derivative
Mathematical model, see Model, 526

Matric
potential, see Potential

pressure head, 292

suction, 259
Matrix

banded, 579, 580
blocked, 580

diagonal, 555

fully populated, 569
inverse, 579

lower triangular, 582
non-negative definite, 358

non-symmetric, 569

positive definite, 581, 718

solution, 530, 579
sparsely populated, 579, 580

symmetric, 358, 553, 569, 581, 718

tridiagonal, 580
upper triangular, 582

Maximum contaminant level, 379, 515
Maximum likelihood estimate, 757

MCL, see Maximum contaminant level

Mean, 643
ensemble, 651, 687

spatial, 648
temporal, 648

Mean free path, 127
Mechanical

energy, 111

equilibrium, 409
Mechanical dispersion, see Dispersion

Megascopic scale, see Scale
Meshless method, 559, 565, 569

Metaheuristics, 700, 720

Method of characteristics, 574, 585
modified, 576

Method of fundamental solutions, 560
Method of steepest descent, 581, see

Steepest descent method

Michaelis-Menton kinetics, 428, 430
Micropore, 402

Microscopic representative elementary
volume, 43, 49, 53, 399

Microscopic scale, see Scale
MIN3P, see Computer code

Mixture theory, 125
MLAEM, see Computer code

Mobile water, 458

balance equation, 458
MOC3D, see Computer code

MOCDENSE3D, see Computer code
Model, 31, 698

calibration, 37, 269, 742
coefficient, 35

methods for determining, 38

compartmental model, 35
complete, 205

3-D flow, 203
flow, 161

single component, 445

statement, 223
three phase flow, 339

transport, 341, 432
unsaturated flow, 320

complete flow
unsaturated, 297

compositional, 501
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conceptual, 1, 32, 33, 62, 205, 206, 338,
458–461, 463, 464

content of, 33, 204

continuum, 35, 42
advantage of, 45

definition of, 29
lumped parameter, 35

mathematical, 1, 34, 205, 464

content of, 34
multi-cell, 35

numerical, 36, 207
physical, 1

reactive transport, 508

saturated-unsaturated flow, 309
single cell, 376

use of, 40
validation of, 36

Modeling process, 31

MODFLOW, see Computer code
Moisture capacity, 304

Moisture diffusivity, see Diffusivity
Moisture diffusivity equation, 305, 323

Molal, 407

Molar concentration, see Concentration
Molar fraction, 308, 345, 411, 418, 487,

488, 504

Mole fraction, see Molar fraction
Molecular scale, see Scale

Molecular diffusion, 347, 355, 402, 463

coefficient, 348, 350
Momentum

balance equation, 124, 148

balance law, 199
Monitored natural attenuation, see

Remediation technique

Monod kinetics, 430
dual, 432

Monte Carlo simulation, 639, 652, 666,
671, 677

Motion equation, 124, 179, 205, 289
coupling between phases, 289

non-Darcian, 147
nonlinearity of, 293

three phase flow, 337

unsaturated, 289
MT3DMS, see Computer code

Multi-cell model, see Model
Multicomponent system, 479

Multilayered aquifer, see Aquifer

Multiobjective
decision making, 731

Multiobjective optimization
ε-constraint approach, 734

indifference function approach, 732

lexicographic approach, 733

parametric approach, 733
utility function approach, 731

Multiscale, 56
Multivariate function, 644

NAPL, 11, 18, 19, 33, 42, 67, 330, 342, 415,
425, 505, 513, 518, 520, 521, 523, 590

definition of, 18
NAPL Simulator, see Computer code

Natural attenuation, 391, 424
Natural bioattenuation, see Remediation

technique

Natural replenishment, 27, 84, 108, 314
method of estimating, 85

Navier-Stokes equation, 44, 53, 56, 128,

129, 131–133, 199
Nernst-Planck equations, 349
Neumann boundary condition, see

Boundary condition

Neumann expansion, 678
Newton method, 718

Newton-Raphson method, 559
Newtonian fluid, 126

Nitrification, 18
NLP, see Nonlinear programming

No-jump condition, 186
in total stress, 242

No-slip condition, 127, 129, 132, 133, 138,
199

Non-dominant effect, 148, 467, 474

Non-Fickian model, 370
Non-inferior solution, 729

Nonaqueous phase liquid, see NAPL
Nonequilibrium reaction, see Reaction

Nonlinear least square, 751, 752
Nonlinear programming, 700, 713

geometric programming, 713
quadratic programming, 713
separable convex programming, 713

Nonrenewable resource, 8
Nonstationary, 757

process, 645, 673
Nonunique solution, 729, 743

Nonwetting fluid, 255, 258
Normal distribution, 727

NUFT, see Computer code
Numerical dispersion, 466, 557, 570, 576

Numerical method, 36, 207
Numerical model, see Model, 525

Numerical oscillation, 556
Numerical solution, 526

transport, 508
unsaturated flow, 330
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Objective function, 30, 695, 698, 699, 728

examples, 696
linear, 700

nonlinear, 712
Onsager reciprocal relationship, 122

Operational yield, 26
Operator splitting, 508, 574
Optimal solution, 540, 696, 698, 700, 701,

705, 706, 708, 712, 721, 722, 724, 732,
733

multiobjective, 728
Optimal yield, 26

Optimization, 37, 580, 698, 755
chance constrained, 726, 728

constrained, 698, 713
deterministic, 728

mathematical statement, 699, 723
multiobjective, 728

mathemtical statement, 728
nonlinear, 712

unconstrained, 698, 713, 727
Ordinary kriging, see Kriging
Osmotic potential, see Potential

Overlapping continua, 44, 422, 458, 459,
463

Packing factor, 119
Pairwise weight comparison, 735

Parameter determination, 591
Parameter estimation, 37, 269, 587, 662

conditional, 744
deterministic, 755
geostatistical model, 756

local, 745
problem, 742

regional scale, 755
Parameterization, 755

Pareto
front, 730

set, 730
solution, 729

ParFlow, see Computer code
Partial air pressure, 308
Partial differential equation, 35, 162

elliptic, 141
hyperbolic, 475

Particle tracking, 526, 584, 585, 589
backward, 575

forward, 576
Partition of unity method, 559

Partitioning coefficient, see Isotherm
Parts per million, 345

Pathline, 571, 584
Peclet number, see Dimensionless number

Penalty method, 700, 713, 724

Pendular ring, 261–263, 265, 267, 273, 275,
287, 294, 458, 459

Perched aquifer, see Aquifer
Percolation, 109

Performance function, 662
Periodic

cell, 57, 61

function, 58
structure, 56

Periodic autoregressive method, 86
Permeability, 118

anisotropic, 14, 54, 76, 77, 120, 124, 126

barrier, see Remediation technique
darcy unit of, 118

dimensionless intrinsic, 136

effective, 267, 286, 292, 293, 295, 297,
307, 320, 321, 337, 338

anisotropic, 293

isotropic, 296
three fluids, 337

to air, 293

to water, 293
typical relations, 296

empirical formulae, 119

equivalent anisotropic, 78
heterogeneous, see inhomogeneous

homogeneous, 76
hysteresis in, 297

inhomogeneous, 76

intrinsic, 118, 119
isotropic, 76, 120, 126

relative, 294, 295, 337
curve, 295

gas-NAPL, 338

NAPL-water, 338
three phase, 339

two phase, 338

typical curves, 294
representative values, 118

saturated, 291
second rank tensor, 124

unit of, 118

unsaturated, 291
variations in time, 120

Permeable reactive barrier, 392, see
Remediation technique

Perturbation method, 59, 620, 677, 678,
687, 691

PEST, see Computer code

Petrov-Galerkin finite element method, see
Finite element method

Petrov-Galerkin formulation, 557

pF unit, 260
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Phase, 344

definition of, 42
Phase average, see Average

Phase change

isothermal, 305
phenomena, 306

rate, 308
PHAST, see Computer code

Phreatic aquifer, see Aquifer

Phreatic surface, 67, 69, 192, 283
boundary condition on, 192

equation of, 611
shape of, 192

PHREEQC, see Computer code
Physical containment, see Remediation

technique

Piezometer, 48, 112

Piezometric head, 69, 111, 260
definition of, 112

equivalent, 334
Piezometric surface, 69, 113

Pivot rule, 707

Planar incremental stress, 245
Planar stress assumption, 246

Plum interception, see Remediation
technique

Pollution source

abandoned wells, 17
acid precipitation, 18

agriculture, 18

classification by QTA, 12
classification of, 13

diffused, 13
distributed, 13

drilling mud, 17

impoundment, 16
inorganic contaminant, 12

non-point, 13
organic contaminant, 12

pathogenic organism, 12
point, 13, 14

sanitary landfills, 15

septic tanks, 14
spills, 17

storage of solid chemicals, 17
storage tanks, 15

tailings, 17

uncontrolled dumps, 16
Ponding, 320

Pore size distribution index, 270
Pore throat, 259

Pore volume, 378
Porosity, 51, 73

areal, 115

effective, 74, 116

interconnected, 74
non-interconnected, 74

typical value of, 73

volumetric, 115
Porous medium, 1, 66

continuum approach to, 42

definition of, 45
deformable, 167, 171, 300

deformation of, 172
homogeneous, 52

inhomogeneous, 52

isotropic, 360
periodic, 140

Porous plate, 266
Positive definite matrix, see Matrix

Positive definite tensor, see Tensor

Potential, 113, 271
as intensive quantity, 271

chemical, 278, 408, 409
gravity, 272, 277

harmonic, 616

Hubbert’s, 113, 127, 137, 174, 180, 213,
239, 276

macroscopic level, 270

matric, 265, 270, 272–274
osmotic, 276

pressure, 275

soil water, 272, 277
solute, 272, 276

surface, 275, 276
thermal, 272, 277

total, 271, 278

Potential energy, 112, see Energy
Potential evapotranspiration, see

Evapotranspiration

Powell method, 715, 716

Power spectral density function, 673
Precipitation, 2, 8, 13, 17, 21, 27, 81, 84,

85, 87, 88, 109, 193, 313, 314, 318,
319, 614, 633

acid, 18
chemical, 343, 385, 391, 444

mineral, 382, 421, 498

synthetic sequence, 86
Preconditioning, 581

matrix, 582
Jacobi, 582

Preferred solution, 731

Pressure
energy, 112, 276

head, 112
Pressure potential, see Potential

Primary field, see Electromagnetic field
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Primary source, 513

Primary variable, 205, 299, 446, 505
Principal

axes, 122, 145, 711

directions, 123, 362
minor, 360
radii of curvature, 257

values, 122
Probability density function, 668

joint, 669
Psychrometric law, 387
PULSE, see Computer code

Pump and treat, see Remediation
technique

Pump-treat-inject, see Remediation
technique

Pumping, 387, 534

test, 745

Qanat, see Kanat
Quasi-Newton method, 715, 718

Radial basis function, 564, 566
compactly supported, 569

Radioactive decay, see Decay

Radionuclide decay chain, 480
Radius of influence, 609
Rain harvesting technique, 84

Random
boundary condition, 678

field generation, 639, 652
conditional, 670, 675
unconditional, 670

function, 640, 643
number generator, 668, 725
parameter, 687

parameter field, 675
phenomenon, 86

process, 639, see Stochastic process
variable, 640

continous, 640

Random walk method, 576
Raoult’s law, 411, 416
Rate constant, 394

degradation, 401
first order, 397, 398
second order, 398

Rate law, 394, 399
first order, 397

integrated, 398
second order, 394

Rate of reaction, see Reaction

RBF, see Radial basis function
Reactants, 392

Reaction

bimolecular, 392
binary heterogeneous, 408

canonical form, 486

equilibrium, 391, 392, 488
fast, 471

first order, 397
porous medium, 400

forward, 394
half life, 398

heterogeneous, see Reaction, inhomoge-
neous, 390

higher order, 398
homogeneous, 385, 392

inhomogeneous, 385
kinetic, 490

nonequilibrium, 412, 490
order of, 394

rate constant

first order, 419
rate of, 391, 392, 510

rate-limiting step, 397
reverse, 394

reversible, 392
slow, 472

under equilibrium condition, 385

under nonequilibrium condition, 386
unimolecular, 392, 398

Reactive transport, 345, 589
Realization, 641, 643, 666

Recession curve, 102
Recharge, 611, 614, 678

artificial, 635

estimation methods, 88
precipitation, 84

Reciprocity, 135
Redox reaction, 345

Regional groundwater balance, 107
Relative humidity, 275, 311

in soil, 309

Relative permeability, see Permeability
Relative vapor pressure, 275

Reliability, 727
Remediation, 512, 514

Remediation technique, 512
air sparging, 515, 520

air stripping, 516

bioremediation, 424, 523
biosparging, 427

bioventing, 426
cap, 515

clay blanket, 515
cutoff wall, 515, 516

electric heating, 523
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electro-kinetic enhanced, 523

grout curtain, 515

hydraulic containment, 518

monitored natural attenuation, 514

natural attenuation, 523

permeability barrier, 515

permeable reactive barrier, 522

physical barrier, 515

plume interception, 518

pump and treat, 477, 516

pump-treat-inject, 517

slurry wall, 515

soil vapor extraction, 391, 519

soil venting, 515, 519

steam injection, 523

vapor sorption method, 275

Renewable resource, 8

Representative elementary volume, 35, 45,
47, 48, 51, 52, 54, 73, 75, 126, 138,
147, 148, 163, 271

averaging approach, 124

characteristic size of, 54

definition, 45

lower bound, 52

size of, 48, 49

Representative macroscopic volume, 54,
212, 372, 463

Reproducing kernel particle method, 559

Residence time, 378

effective, 380

Residual, 543, 581, 655, 751

Residual saturation

air, 265, 280, 282, 295

effective, 282

NAPL, 333

nonwetting fluid, 295

Respiration, see Biodegradation

Restoration, 514

Retardation, 436

coefficient, 380, 381, 434

factor, 436, 462, 482

Retention curve, 261, 264, 333

analytical expressions for, 269

main drainage curve, 280

main imbibition curve, 280

primary drainage scanning curve, 281

primary imbibition scanning curve, 281

reversal point, 280

scanning curves, 280

RETRASO, see Computer code

REV, see Representative elementary
volume

Rewetting, 262

Reynolds number, see Dimensionless
number

Richards’ equation, 305, 321, 324, 587
Risk, 667

analysis, 667
River-aquifer interaction, 97

RMV, see Representative macroscopic
volume

Robin boundary condition, see Boundary
condition

Rock types, 66
RORA, see Computer code

RT3D, see Computer code

SA, see Simulated annealing
Safe yield, 22, 25

Saltwater intrusion, 588, 593, 722, 725, 727
boundary condition, 610, 612

confined aquifer, 613
exploration, 596

in multilayered aquifer, 620
interface, 593, 606, 613–615

interface condition, 604
occurence, 593

oceanic island, 615
phreatic aquifer, 614

sharp interface, 588, 595, 597, 601, 604,
607, 610, 613, 615, 629, 630, 634, 635

sharp interface model, 601, 725

sources of, 599
transition zone, 353, 593–597, 601, 607,

620–622, 624, 625, 629–635

wedge, 594
Sample space, 640

Sanitary landfills, see Pollution source
Saturated zone, 2, 67

Saturation, 252
apparent, 281

at discontinuity between two porous
media, 283

distribution, 283

three phases, 333
effective, 269, 281

insular, 262
insular residual, 282

reduced, 269
Saturation-capillary pressure relation, 268

Scale
field, 140

laboratory, 140
macroscopic, 44, 49, 109, 140

megascopic, 49, 52, 54–56, 63, 140, 143,
372, 373

microscopic, 19, 35, 42–46, 48, 49, 55, 63
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molecular, 42, 44, 49

pore, 55
Scale effect, 375

SDE, see Stochastic differential equation

Search space, 724
convex, 704, 719

nonconvex, 700
SEAWAT, see Computer code

Seawater intrusion, see Saltwater intrusion
Secant method, 754

Secondary field, see Electromagnetic field
Seepage

face, 158, 194, 443, 607

velocity, 115
Self-adjoint differential operator, 135, 143

Semivariogram, 654, 672, 685, 757
Sensitivity, 744, 756

analysis, 41, 206, 652, 661
definition of, 38

coefficient, 664

normalized, 664
matrix, 665, 689, 758

Septic tanks, see Pollution source
Sequential iteration approach, 508

Sequential non-iteration approach, 508
Shape factor, 119

Shape function, 551
SHARP, see Computer code

Sharp boundary, 183

approximation, 183, 442
SHE, see Computer code

Simple kriging, see Kriging
Simplex method, 701, 706

graphical solution, 701
restricted normal form, 708

solution steps, 708

vertices of, 705, 706
Simulated annealing, 700, 720

Single cell model, see Model
Sink, see also source, 166, 205

line, 105
point, 105, 195, 198

Size exclusion, 371
Slack variable, 708

SLAEM, see Computer code

Slurry wall, see Remediation technique
Social preference function, 731

Social welfare function, 731
Socio-economic factor, 27, 695

Soil
bulk density, 433

classification of, 71

grain size distribution, 71
laboratory measurement, 72

moisture, 3

size separates, 71
Soil vapor extraction, see Remediation

technique

Soil venting, see Remediation technique

Soil water potential, see Potential
Soil water zone, 68

Solid matrix, 42, 66
deformation of, 172

Solid phases, 498

Solubility, 405
air in water, 308

Solubility product, 408
Solute, 344, 411

Solute potential, see Potential

Solute transport, 1, 342, 586, 587, 590
2-D point source, 450

advective, 585
continuous injection in infinite column,

452

density dependent, 166, 526, 585, 587,
588, 590, 621, 622, 625, 627

equation, 538
infinite column, 447

infinite column with adsorption, 448
intantaneous slug, 448

multicomponent, 590, 591

multiphase, 590
multispecies, 585–587, 590

reactive, 586, 587, 590, 591
semin-infinite column, 452

source in semi-infinite domain, 451

Solvent, 344
Sorption, see Adsorption

Sorption curve, 264
Sources and sinks, 388

areal, 451

chemical reaction, 413
chemical species, 385

distributed, 388
heterogeneous reaction, 414

in mass balance equation, 382, 383, 388

in mathematical model, 432
point, 355, 450, 477

pumping and injection, 382, 387, 433
radioactive, 433

radioactive decay, 400
rate of production, 471

types of, 385

Space transformation, 674
Spatial statistics, 648

Speciation, 487, 488
Specific discharge, 116, 132, 166, 298

cross-sectional area averaging, 137
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definition of, 111

in air water flow, 291
relative to solid, 127, 291

volume averaging, 137

Specific retention, 287
Specific storativity, see Storativity

Specific surface, 75
measurement, 76

typical values of, 76
Specific yield, 216, 285, 286

relation with grain size, 217

Spectral method, 670, 673, 678
Spring, 100, 196

a simple model, 102
artisian, 101

depression, 100
discharge, see Discharge

hydrograph, 101

in confined aquifer, 197
in phreatic aquifer, 197

perdched, 100
types of, 100

Stability, 527
conditionally stable, 532

of solution, 203

unconditionally stable, 533
Stagnation

line, 608
point, 608, 619

Standard deviation, 645, 727
State variable

examples, 696

Stationary process, 644, 647
strongly, 647

weakly, 647
Statistical

measure, 643
population, 640

Statistically

anisotropic, 646
homogeneous, 643, 653, 656, 668, 674,

685

inhomogeneous, 645, 672
isotropic, 646

strongly homogeneous, 647
weakly homogeneous, 647

Steam injection, see Remediation technique

Stochastic
analysis, 39

boundary element method, 678
differential equation, 676, 680

finite element method, 678
integral equation, 678

model, 679, 687, 688

process, 639–641

Stoichiometric

coefficient, 393, 483
equation, 392, 483

Stoichiometry, 392
STOMP, see Computer code

Storage

change in, 107
coefficient, 214, 534

Storage tank, see Pollution source

Storativity, 28, 107, 175, 214, 745, 754
confined aquifer, 214

phreatic aquifer, 216
random field, 669

sensitivity of, 663

specific, 180, 301, 602
saturated flow, 175

specific mass, 174, 180

specific volume, 175, 180
Strack’s potential, 616

Stream

effluent, 98
influent, 98

Stream function, 234
Lagrange, 234

Stream-tube, 233, 235

Streamline, 233, 236, 476
refracrtion law, 191

Streamline diffusion finite element method,
see Finite element method

Streamline-upwind Petrov-Galerkin
method, 557

stabilization factor, 558

Strong formulation, see Finite element
method

Strouhal number, see Dimensionless
number

Subdomain, 183

method, 547
Subsidence, 7, 26, 92, 167, 177, 179, 237,

238, 244, 245, 249, 696, 697, 699

2-D model, 239

as constraint, 239
by pumping, 247

vertically integrated model, 247

Substantial derivative, see Total derivative
Substrate, 425

inhibition constant, 431

Subsurface water, 2, 65, 66
Suction, 259, 292, 305

curve, 264
head, 292

SUPG, see Streamline-upwind Petrov-
Galerkin method
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Surface

runoff, 314
diffusion, 351

films, 270
tension, 252, 254, 257

water, 3
Surface potential, see Potential
Surfactant, 254, 255, 523

Sustainable management, see Management
Sustainable yield, 22, 314

definition, 25
example, 23

SUTRA, see Computer code
SVE, see Soil vapor extraction

SWAT, see Computer code
SWM, see Computer code

SWMM, see Computer code
SWRRB, see Computer code

System identification problem, 743

Tableau, 708, 711

Taylor series, 528, 529
TDEM, see Time domain electromagnetic

method

TDS, see Total dissolved solid
Temporal statistics, 648

Tensiometer, 48, 267
Tension, 259
Tensor

first rank (vector), 121
identity, 133

notation, 121
positive definite, 122, 135, 141, 143

second rank, 120, 121
symmetric, 121, 122, 135, 141, 143, 293

transformation rule, 123
zeroth rank (scalar), 121

Terminal electron acceptor, 426
Terzaghi-Jacob theory, 179, 238, 246

Theis solution, 663, 746, 752
Thermal equilibrium, 409
Thermal potential, see Potential

Thermodynamic equilibrium, 409
Thomas-Fiering model, 86

Threshold pressure, 264, 284
Throat, 263

Time domain electromagnetic method, see
Geophysical method

Time domain reflectometry, 267

Tortuosity, 118, 136, 147, 350, 351, 423
isotropic, 350

tensor, 350
Total derivative, 168, 184, 466, 475, 476,

572, 578

Total dissolved solid, 18, 595, 622

Total flux, 164, 346, 371
Total head, 111

TOUGH, see Computer code
Tracer test, 744
Tradeoff

function, 731
rate function, 731

Transfer coefficient, 442
Transient electromagnetic method, see

Time domain electromagnetic method

Transition zone, see Saltwater intrusion
Transmissivity, 149, 150, 207, 214, 745, 754

anisotropic, 235
harmonic mean, 535

inhomogeneous
type 1, 77
type 2, 77

phreatic aquifer, 217
random field, 669

sensitivity of, 663
simple average, 535

Transpiration, 103
Transport equation, 625

Transverse dispersion, see Dispersion
Travel time, 478
Trefftz method, 560

Trend, 757
Turning band method, 670, 674

Type curve, 747
Cooper-Jacob, 749

graphical solution, 747
Hantush-Jacob, 747

Hantush-Neuman, 747

Unbiased estimate, 655
Uncertainty, 637, 698, 726

aleatoric, 638
analysis, 652

boundary, 638
epistemic, 638

information, 638
initial condition, 638

intrinsic, 638
model, 637

parameter, 637
Unconditionally stable, see Stability
Unconfined aquifer, see Aquifer

Undrained test, 175
Uniqueness of solution, 203

Unit impulse, 180
Univariate function, 644

Universal hysteresis, 282
Universal kriging, see Kriging
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Unsaturated flow, 586–589
analytical solution, 322
in terms of

moisture content, 305
piezometric head, 304
suction, 305

methods of solution, 321
Unsaturated zone, 3, 67, 69, 251, 626
Unstable solution, 743
Upconing, 594, 607, 608, 619, 631, 632
Upscaling, 56

Upstream approximation, 556
Upwind approximation, 556
UTCHEM, see Computer code
Utility function, 731

Vadose
water, 69

zone, 67, 69, 109, 313
Valence, 345
Validation of model, see Model
Value function, 732
Van der Waals force, 255, 401
Vapor extraction, 380
Vapor pressure, 410

partial, 410
saturated, 410

Vapor sorption method, see Remediation
technique

Variable density, 350, 585, 595, 596, 624,
625

mathematical model, 622
Variable density solute transport, see

Density dependent solute transport
Variance, 644, 649
Vertical equilibrium hypothesis, 334
Vertical integration, 208
Very low frequency electromagnetic

method, see Geophysical method
VOC, see Volatile organic compound
Void ratio, 74
Void space, 42, 66

interconnected, 67, 74
Volatile organic compound, 411, 519
Volatilization, 382, 407, 412
Volume average, see Average
Volumetric fraction, 48, 252
Volumetric strain, 169

Water blob, 288
Water capacity, 301

hysteresis in, 302

Water conservation construction, 84

Water content, 252

Water divide, 4, 608

Water policy, 695

Water quality, 87, 695

Water storage, 90

in aquifer, 91

in surface reservoir, 91

Water table, 67, 152, 154, 158, 159, 283

Watershed models, 85

Weak formulation, see Finite element
method

Weakly stationary process, 647, 674

Weighted residual method, see Finite
element method

Weighting function, 543, 547

Well

artesian, 181, 195, 196

casing, 112

collector, 608, 635

construction, 106

flowing, 196

gallery, 609, 619, 635

monitoring, 112

observation, 112

pumping, 722

radial collector, 105

skimming, 609, 635

Well function, 746

Hantush-Jacob, 451

series approximation, 746

Well-posed boundary value problem, 199

Brinkman equation, 201

Navier-Stokes equation, 199

Well-posed problem, 203, 320, 743

Wellhead protection area, 589

Wettability

fractional, 255

intermediate, 331

Wetting

angle, 254

fluid, 255, 257

scanning curve, 280

WHPA, see Computer code

Wiener-Khinchine transformation, 673

Young’s equation, 255

Young-Laplace formula, see Laplace
formula
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