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ABSTRACT   

The " covtype " dataset in scikit-learn represents forest cover information and includes a variety of soil characteristics for 

seven different forest cover types. The proposed work solves the classification problem, where the goal is to accurately 

determine the type of forest cover based on given soil characteristics. The study uses various machine learning methods 

such as decision trees and naive Bayes classifier. Models are trained on an extensive training set and then evaluated on 

test data to determine their ability to accurately predict forest cover types. The classification results are analyzed, 

including metrics of accuracy, recall, F1-measures, as well as ROC curves are constructed and the areas under them 

(AUC) are calculated. The results and metrics obtained allow us to compare the effectiveness of different models in 

solving a given classification problem. The knowledge gained can be useful for the application of machine learning 

algorithms in ecology and forest resource management 

Keywords: covtype, boosting, ensemble, precision, recall, ROC curves, ROC AUC, bagging, Random Forest, Gradient 

Boosting Machines (GBM), scikit-learn 

 

1. INTRODUCTION  

Different types of forest cover play a key role in maintaining biodiversity, regulating climate and providing important 

ecosystem services. Accurate determination of forest cover types based on soil characteristics allows for more effective 

monitoring and management of forest resources in order to preserve the natural environment. Knowledge of the types of 

forest cover in specific regions is an important element of landscape planning. The results of the classification can be 

used to optimize land use, prevent deforestation and develop sustainable forest management strategies. Understanding 

the diversity of forest ecosystems is essential for scientific research in ecology. Classification of forest cover types using 

soil characteristics helps to obtain more accurate data on the structure and composition of forest communities. Changes 

in forest cover types may be related to climate change. Accurate monitoring and classification can identify potential 

changes in ecosystems, which is important for assessing the impact of climate factors. Knowledge of forest cover types 

has practical applications in agriculture and logging. Modeling and classification help balance anthropogenic impacts on 

forest resources. Thus, solving the classification problem based on data on soil characteristics is important for effective 

forest management, environmental monitoring and decision-making in the field of sustainable development [1]. 

With the conservation of natural resources and the maintenance of ecosystems in a changing climate, accurate 

identification and monitoring of forest cover types has become critical. The " covtype " dataset in the scikit-learn library 

provides valuable information about different types of forest cover based on soil characteristics. The classification task 

based on these data allows not only to accurately identify diverse forest ecosystems, but also to effectively manage forest 

resources, taking into account their diversity and sustainability. With increasing human impacts on natural areas, it 

becomes critical to have adequate classification methods to identify types of forest cover. This is particularly important 

for developing sustainable forest management strategies, as well as maintaining biodiversity and providing ecosystem 

services [2]. 
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The objective of this study is to develop and apply classification methods to effectively identify forest cover types based 

on soil characteristics data. We will focus on the use of machine learning algorithms such as decision trees to achieve 

high classification accuracy. The study presents a new look at the application of the " covtype " dataset in the scikit-learn 

library to solve the problem of classifying forest cover types. We study multi-class classification using a decision tree 

algorithm and analyze its effectiveness. Implementing decision tree optimization to improve classification accuracy 

involves careful selection of parameters and data processing techniques to improve the performance of the algorithm. It 

is considered how the results of the classification can be used for more effective forest management, accounting for 

biodiversity and taking measures to preserve ecosystems. The results of the study can be used for effective management 

of forest resources. Understanding forest cover types based on soil characteristics allows us to more accurately determine 

which tree species are dominant in specific areas. A classification model based on the " covtype " dataset can be 

integrated into natural resource monitoring systems. It provides a tool for making conservation decisions, including 

identifying changes in forest ecosystems. Analyzing forest cover types can help predict and prevent various problems, 

such as tree diseases or the impact of human activities. This allows you to quickly respond to threats to forest 

ecosystems. Knowledge of the distribution of different types of forest cover contributes to more efficient use of resources 

in forestry. The classification model can be used to plan harvesting, assess biodiversity, and determine optimal 

approaches to forest management. The developed model can become a useful tool for ecologists and researchers studying 

forest ecosystems. It can be used to analyze the dynamics of changes in forest cover over time. Thus, our study has 

practical implications for various fields including forestry, nature conservation, sustainable development and 

environmental studies [3-5]. 

 

2. MATERIALS AND METHODS 

The Naive Bayes classification method is based on Bayes' theorem and assumes independence between features subject 

to class. For a classification problem using the " covtype " dataset, let's assume we have K classes and denote them by 

1 2, ,..., KC C C . For an object X with attributes, 1 2, ,..., nX X X Bayes’ theorem is formulated as follows [6]: 

( ) ( )
( )

( )

k k

k

P X C P C
P C X

P X


  (1) 

Where: ( )kP C X - the probability of an object belonging X to a class kC given the observed characteristics X ; 

( )kP X C - probability of observed features X, provided the object belongs to the class kC ; ( )kP C - a priori 

probability of the class kC ; ( )P X - the overall probability of the observed signs. 

The naive assumption of independence of features leads to what ( )kP X C can be decomposed into a product of 

conditional probabilities for each feature: 

1 2( ) ( ) ( ) ... ( )k k k n kP X C P X C P X C P X C     (2) 

Thus, the formula for calculating the probability of an object belonging to a class kC can be written as: 

1 2( ) ( ) ... ( ) ( )
( )

( )

k k n k k

k

P X C P X C P X C P C
P C X

P X

   
  (3) 

In the case of multi-class classification, where there are K classes, the probability of an object belonging to each class 

is calculated and the class with the highest probability is selected. 

argmax ( )k
k

Class P C X  
(4) 
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The mathematical formulation of the decision tree algorithm can be represented as follows: 

Let X be the set of training data, y be the class labels, and D be the current tree node. It is necessary to choose a 

criterion c and a threshold value v to divide the data into two subsets 
leftD and 

rightD in such a way as to minimize the 

uncertainty functional (for example, the Gini criterion, entropy or classification error). 

,

, argmin Im ( ) Im ( ) Im ( )
left right

left right
c v

D D
c v purity D purity D purity D

D D

 
   

 

 (5) 

For each feature i and each possible threshold v , the Gini criterion is calculated to divide the data into two subsets 

leftD and 
rightD : 

( , , ) ( ) ( )
left right

left right

D D
Gini D i v Gini D Gini D

D D
   (6) 

Where: D - current tree node; 
leftD and 

rightD - subsets obtained by division according to the criterion i v ; 

( )Gini D - Gini criterion for node D . 

1. Select a sign i and a threshold v that minimize ( , , )Gini D i v . 

2. The Gini criterion is calculated for a node D as follows: 

2

1

( ) 1 ( )
K

k

k

Gini D p


   (7) 

Where: K - number of classes; kp is the probability that an object chosen at random from node D belongs to class k . 

3. If a node D consists only of objects of one class, then ( ) 0Gini D  . The lower the Gini criterion value, the 

“cleaner” the node, and the better the data separation. 

4. If the algorithm builds a tree, taking into account entropy, in order to minimize the uncertainty in the data and create a 

more accurate model. The entropy formula for a node D is as follows: 

2

1

( ) log ( )
K

k k

k

Entropy D p p


   (8) 

Where: kp is the probability that an object chosen at random from node D belongs to class k . 

5.Create a node N with a split condition, that is, if cx v , go to the left subtree, otherwise - to the right subtree. 

Recursively apply steps 1 and 2 for each subtree leftD and rightD until stopping criteria are met (for example, maximum 

depth or minimum number of samples per node). 

For each leaf node, return a prediction of the class that is the most frequently occurring class in the corresponding leaf 

[7-10]. 
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3. RESULTS AND DISCUSSION 

Data preparation has been completed, including loading and preliminary analysis of the " covtype " data set. Data 

processing and cleaning included checking for missing values and normalizing features. 

The results of the Naive Bayes method for solving the classification problem based on soil characteristics gave a 

classification accuracy of: 0.5124050153610492 

Report O classifications : 

precision recall f 1-score support 

 

Class_1 0.51 0.77 0.62 42557 

Class_2 0.79 0.33 0.46 56500 

Class_3 0.33 0.29 0.31 7121 

Class_4 0.20 0.08 0.11 526 

Class_5 0.12 0.35 0.18 1995 

Class_6 0.25 0.62 0.36 3489 

Class_7 0.39 0.81 0.52 4015 

 

accuracy 0.51 116203 

macro avg 0.37 0.46 0.37 116203 

weighted avg 0.62 0.51 0.50 116203 

 

Confusion Matrix: 

[[ 32779 3891 223 0 862 112 4690] 

[29678 18537 2819 6 3978 1017 465] 

 [ 18 225 2066 152 7 4653 0] 

 [ 0 0 13 42 0 471 0] 

 [445 478 205 0 690 177 0] 

 [ 61 236 987 13 16 2176 0] 

 [689 44 17 0 12 0 3253]] 

Classification accuracy is the overall classification accuracy, that is, the proportion of samples correctly classified. In this 

case, 0.51, which means that approximately 51% of the samples were correctly classified. 

The classification report provides metrics for each class. It contains the following metrics: Precision - the proportion of 

correctly predicted positive samples relative to all predicted positive samples. For example, for Class_1 the accuracy is 

0.51, which means that of all samples predicted as Class_1, only 51% actually belong to this class. Recall is the 

proportion of correctly predicted positive samples relative to all actual positive samples. For example, for Class_1 the 

recall is 0.77, which means that out of all samples belonging to Class_1, 77% were predicted correctly. F1-score (F1-

measure) is a balanced metric that takes into account both accuracy and recall. It is calculated as the harmonic average 

between precision and recall. 

The confusion matrix shows how many samples were classified correctly and incorrectly for each class. Each row of the 

matrix represents the actual class, and each column represents the predicted class. Each cell ( ,i j ) indicates the number 
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of samples that actually belong to class i but were predicted to be class i j . For example, in cell (Class_1, Class_1) the 

value 32779 means the number of samples that were correctly classified as Class_1, in cell (Class_2, Class_1) the value 

29678 means the number of samples that were incorrectly classified as Class_1. An overall score below 0.5 may indicate 

that the model is underperforming in solving the classification problem on the given dataset. 

The next method is decision trees to solve the classification problem based on soil characteristics. The decision tree 

model is trained on the training data set. The model performance was assessed on a test set. Classification accuracy, 

recall, precision and other metrics are used to evaluate quality. 

Covtype " dataset are as follows: 

[[ 39894 2427 2 0 38 5 191] 

 [2352 53598 161 1 253 101 34] 

 [ 2 130 6631 51 21 286 0] 

 [ 0 1 65 437 0 23 0] 

 [ 46 254 29 0 1656 9 1] 

 [ 7 94 258 28 7 3095 0] 

 [ 164 25 0 0 1 0 3825]] 

 

Each row of the matrix represents the actual classes, and each column represents the predicted classes. Along the 

diagonal (from top left to bottom right) are the correctly classified objects for each class. For example, for Class_1 there 

were 39894 correctly classified objects. Off the diagonal are incorrectly classified objects. For example, 2427 objects 

from Class_1 were incorrectly assigned to other classes. 

Classification accuracy: 0.9392 

Classification report: 

              precision recall f 1-score support 

 

Class_1 0.94 0.94 0.94 42557 

Class_2 0.95 0.95 0.95 56500 

Class_3 0.93 0.93 0.93 7121 

Class_4 0.85 0.83 0.84 526 

Class_5 0.84 0.83 0.83 1995 

Class_6 0.88 0.89 0.88 3489 

Class_7 0.94 0.95 0.95 4015 

 

accuracy 0.94 116203 

macro avg 0.90 0.90 0.90 116203 

weighted avg 0.94 0.94 0.94 116203 

The following metrics are provided for each class: precision, recall, and f1-measure. Precision reflects how many of the 

objects predicted as a class are actually that class. For example, the precision for Class_1 is 0.94, which means that 94% 

of objects predicted as Class_1 actually belong to that class. Recall reflects how many of all objects of a given class were 

correctly predicted by the model. For example, the recall for Class_2 is 0.95, which means that 95% of objects in 

Class_2 were correctly predicted by the model. The f1-measure is the harmonic average between precision and recall. 
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Average values for all classes ( weighted avg ) are also provided. These metrics indicate that the decision tree model 

performs the classification task well for a given dataset, and the results represent high precision and recall for most 

classes[12-16]. 

The model is optimized by selecting parameters to improve its performance. An ROC curve and AUC-ROC were 

constructed to visually assess the effectiveness of the model (Figures 1 and  2). 

 

Figure 1. ROC curve and AUC-ROC for visual assessment of the effectiveness of the Naive Bayes classifier method. 

 

 

Figure 2. ROC curve and AUC-ROC for visual assessment of the effectiveness of the decision trees method. 
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The results were analyzed to determine the influence of soil characteristics on the classification of forest cover types. 

Key factors influencing the accuracy of model predictions have been identified. The scientific novelty and practical 

value of the work are emphasized. A decision tree model trained on the " covtype " dataset demonstrated high 

classification accuracy for a variety of forest cover types. The confusion matrix and other metrics confirm the success of 

the classification. Parameter optimization and visualization provided deeper insight into model performance. Discussion 

of the results and conclusions emphasized their scientific novelty and practical value in the context of the task of 

classifying forest cover types based on soil characteristics. 

While working to solve the problem of classifying forest cover types based on soil characteristics using a decision tree 

model has produced significant results, it is also important to discuss limitations and possible directions for future 

research. The decision tree model demonstrated high classification accuracy on the test dataset " covtype ". However, it 

is worth paying attention to the balance between precision, recall, and other metrics, as depending on the specific 

requirements of the task, you may need to pay more attention to certain classes. Decision trees are known for their ability 

to provide interpretability. However, in the case of deep trees, interpretation can become more complex. Investigating the 

influence of individual attributes on decision making will help to better understand which soil characteristics have the 

greatest impact on classification. The model optimization process can be further improved by more careful selection of 

hyperparameters . This may include the use of cross-validation techniques and optimization of parameters for more 

efficient training [17-18]. 

In the future, it is worth considering using more complex machine learning models, such as ensembles of decision trees 

or deep neural networks, to test their performance on a given problem. Additional research could include analyzing 

feature importance, highlighting features in different forest cover types, and using data mining techniques to improve 

model generalization. The work presented a successful solution to the problem of classifying forest cover types using a 

decision tree model. However, to fully understand and optimize the model, it is necessary to conduct additional research, 

taking into account the specifics of the task and customer requirements. The results of the work are an important step 

towards understanding the influence of soil characteristics on the classification of forest cover, which can be useful in 

environmental and forest management studies [19-21]. 

 

4. CONCLUSION 

During the research and development of a model for classifying forest cover types based on soil characteristics, the 

accuracy of the model was achieved. The model built on the basis of a decision tree showed high classification accuracy 

on the test data set " covtype ". The obtained metrics confirm the effectiveness of the proposed solution. One of the 

advantages of using decision trees is their interpretability. In the course of the work, a study was conducted of the 

influence of signs on decision making, which can be useful for forest management and environmental research. An 

optimized choice of model hyperparameters was made , which affected its performance. However, for further 

improvement, additional experiments can be carried out to select optimal parameters. The results obtained are an 

excellent starting point for further research in the field of forest cover classification. In the future, it is worth considering 

the use of more complex models and taking into account the various factors influencing classification. The developed 

model can be used to more effectively monitor and classify forest cover based on soil data. This can be useful in forest 

management, sustainable forestry and other environmental projects. The work of developing a model for classifying 

forest cover using decision trees represents an important step in the study of forests and their components. The results 

obtained can be used in practical tasks and form the basis for further scientific research in the field of forestry and 

ecology. 
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