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Preface

The Third International Conference “Information Technologies and Intelligent Decision
Making Systems” (ITIDMS 2023) was held as a virtual event, December 12–14, 2023,
on the Microsoft Teams platform due to COVID-19.

The conference was held with the aim of developing and exchanging international
experience in the field of information, digital and intellectual technologies, within the
framework of which proposals were formulated for digital, intellectual and information
transformation, the development of computer models and the improvement of automated
and computing processes. A distinctive feature of the conference was that it presented
reports of authors from China, Vietnam, Uzbekistan, Russia, Korea, Finland and Israel.
Researchers from different countries presented the process of transition of the informa-
tion and digital path of development, andpresented themain directions and developments
that can improve efficiency and development.

The conference sessions were moderated by Arthur Gibadullin of the National
Research University “MPEI”, Moscow, Russia.

Thus, the conference still facilitated scientific recommendations on the use of infor-
mation, computer, digital and intellectual technologies in industry and fields of activ-
ity that can be useful to state and regional authorities, international and supranational
organizations, and the scientific and professional community.

Each presented paper was reviewed by at least three members of the Program Com-
mittee in a double-blind manner. As a result of the work of the reviewers, 17 papers were
accepted for publication out of the 54 received submissions. The reviews were based
on the assessment of the topic of the submitted materials, the relevance of the study,
the scientific significance and novelty, the quality of the materials, and the originality
of the work. Authors could revise their paper and submit it again for review. Reviewers,
Program Committee members, and Organizing Committee members did not enter into
discussions with the authors of the articles.

The Organizing Committee of the conference expresses its gratitude to the staff at
Springerwho supported the publication of these proceedings. In addition, theOrganizing
Committee would like to thank the conference participants, the reviewers and everyone
who helped organize this conference and shape the present volume for publication in
the Springer CCIS series.

Arthur Gibadullin
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The Structure and Principle of the Intelligent
Micro-arc Oxidation System Operation

Ekaterina Pecherskaya(B), Pavel Golubkov , Vladimir Аlexandrov ,
Kirill Nikishin , and Ilya Kiryutkin

Penza State University, 40, Krasnaya Street, Penza 440026, Russia
pea1@list.ru

Abstract. The purpose of the work is to create an intelligent technology for
obtaining oxide coatings with specified properties through an automated sys-
tem being developed. The developed intelligent system implements the method
of micro-arc oxidation to obtain protective oxide coatings on products made of
aluminum, titanium or their alloys. The intelligent system consists of hardware,
software, and information content. The software is developed in the LabVIEW
graphical programming environment. The intelligent application contains three
subroutines: identification of the electrophysical model parameters and optimiza-
tion of process parameters to obtain the required properties of oxide coatings;
visualization of the coating parameters dependences in real time on influencing
factors. The algorithm of the developed automated system functioning is pre-
sented. The presence of an intelligent application allows feedback for software,
in which the process current source can change the oxidation mode depending on
the coating state at a given time, taking into account the required target coating
parameters (thickness, porosity, hardness, etc.). The advantage of the proposed
intelligent system is the possibility of implementing a regime of controlled syn-
thesis of oxide coatings with the required properties. In turn, it makes it possible
to increase the reproducibility of the MАO coatings parameters, reduce the time
for testing the technological process.

Keywords: Intelligent Automated System · Process Current Source ·
Information Content · Oxide Coating · Algorithm

1 Introduction

With the development of programmable logic controllers since the late 1960s, a new stage
of the creation of methods and algorithms for controlling complex technical systems
began. In the last decade, real-time object monitoring systems have become widespread
in various fields, they are becoming intelligent tools capable of solving a wide range
of management tasks. Such devices necessarily contain a microprocessor system for
collecting and processing information. For example, [1] an intelligent integrated air
pollution monitoring system with Internet of Things support, built on the basis of the
Arduino hardware platform is presented.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Gibadullin (Ed.): ITIDMS 2023, CCIS 2112, pp. 1–11, 2024.
https://doi.org/10.1007/978-3-031-60318-1_1
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The article [2] contains the basic principles of building a multichannel system for
collecting and preprocessing information about the control object state based on the pre-
cision analog microcontroller ADuC7060/61 Analog Devices in real time. The authors
of the study [3] present the result of the development of a hardware sorting mechanism
for peripheral computing devices with limited area and power consumption. It is impor-
tant to use intelligent transport systems as part of a “smart city”, which advisably can
be presented in the form of a five-level hierarchical architecture, at the lower level of
which there are sensors and actuators [4]. In control systems, feedback between sensors
and actuators is organized thanks to programmable logic controllers. It opens up wide
opportunities for the introduction of intelligent systems for automation of technologi-
cal processes, control of technological parameters in real time. In [5–8], the possibility
of automating the micro-arc oxidation (МАО) process for obtaining oxide coatings on
products made of metals and alloys of the light group is described.

The recognized world leader in the field of micro-arc oxidation is Keronite, which
offers its own range of automated process equipment. For example, an industrial instal-
lation with a capacity of 100 kW allows the application of MАO coatings in a pulsed
bipolar mode with an adjustable voltage and current amplitude, pulse frequency and duty
cycle [9, 10]. IBC Coatings Technologies (USA) has developed an MАO installation
that allows performing various types of electrolyte-plasma treatment using a controlled
source of rectangular high-voltage pulses of technological current [11, 12]. MILMAN
THIN FILM SYSTEMS PVT. LTD. (India) has developed an automated Plasma elec-
trolytic power supply installation, which is equipped with a remote touch control panel
for the convenience of the operator [13]. The company “Mao Environmental Protection
Technology Dg Co., Ltd” (China) producesMАO installations of three main types: fully
inverter (4th generation); with the possibility of parallel connection (5th generation);
based on a process current source with short pulses and low energy consumption (6th
generation) [14].

The identified promising scientific and technical solutions were used in the devel-
opment of an intelligent automated system structure for obtaining protective coatings
of light alloys by the method of micro-arc oxidation, presented by the authors in this
article.

2 The Structure of an Intelligent Micro-arc Oxidation System

The main functional parts of the proposed intelligent system for obtaining micro-arc
coatings are hardware and software, aswell as an information content subsystem (Fig. 1).
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Fig. 1. The structure of an intelligent system for obtaining micro-arc coatings.

2.1 Hardware Part of an Intelligent System for Obtaining Micro-arc Coatings

The elements included in the hardware of the intelligent system (Fig. 2) are a galvanic
cell, a process current source and a standby power source, measuring unit and control
unit.

Fig. 2. Hardware part of the intelligent system.

The generation of a pulsed current for the formation of a micro-arc oxide layer on
the sample is provided by a process current source. The process current source allows
you to adjust a large number of electrical parameters of the output signal: amplitude,
frequency, duration, polarity and pulse repetition mode, which makes it possible to
effectively control the energy supply to the sample surface.

The standby power source is designed to power low-voltage circuits of measurement
and control units, as well as other components of an automated system (for example,
protection circuits). The standby power source is always on; it is used to control the
switching on the process current source.

4 E. Pecherskaya et al.

In the structure of the measuring unit, measuring channels, which are designed to
measure both the control parameters of the technological process and the parameters of
the oxide layers can be distinguished:

– Current strength, electrical voltage of the galvanic cell;
– The electrolyte parameters, which include its resistance, temperature and turbidity;
– Optical and acoustic parameters of micro-arc discharges;
– Coating impedance;
– Coating thickness (indirect determination by impedance).

The signals from the measuring channels are sent to the microprocessor control unit,
which transmits them via the USB interface to the computer. Then, using the program,
the measurement results are processed and used to construct the characteristic curves of
the MАO process: the forming curve, dynamic current-voltage characteristics, etc. The
output signals of the measuring channels also serve as an element of software feedback,
through which the coating formation process is controlled.

The signals for controlling the nodes of the intelligent system are generated by the
control unit, which provides a computer connection with the process current source
and the measuring unit. The control unit includes a microcontroller, which, in turn,
contains the following components: an analog-to-digital converter (ADC) for digitizing
the analog output signals of the measurement module, a digital-to-analog converter
(DAC) for controlling the process current source, a UART module (for communication
with a computer), I/O ports for connecting external peripheral devices.

A galvanic cell is a bath with an electrolyte in which the anode (sample) and cathode
are immersed. The bath is equippedwith sensors of various physical quantities measured
during the MАO treatment, as well as a protective fence. The galvanic cell is equipped
with a cooling system on the Peltier element and a mixing system that circulates the
electrolyte to maintain a constant temperature of the electrolyte and a continuous influx
of ions to the sample surface.

2.2 Information Content Subsystem of the Intelligent System

The information content (Fig. 3) is a knowledge bank containing knowledge bases and
databases. Conditionally, the knowledge bank contents can be divided into four sub-
systems. The MАO coatings subsystem contains information about the MАO coatings
properties, as well as about the influencing factors of the MАO process. The subsystem
of theoretical research concentrates knowledge about the physico-chemical laws appli-
cable in the study and modeling of the MАO process, as well as about the currently
existing mathematical expressions describing the relationship between the technologi-
cal parameters of the MАO process, properties and quality parameters of coatings. The
experimental studies subsystem includes information on methods and means of mea-
suring the technological parameters of the MАO process and coating properties, their
metrological characteristics, as well as on the technological modes used. The reference
subsystem contains reference data on the MАO process mechanism and the MАO coat-
ings application. All knowledge bases and databases available in the knowledge bank
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have the possibility of additions, which allows you to add new and refine existing math-
ematical models and technological modes of the MАO process, adjust measurement
methods, thus improving the entire system operation.

Fig. 3. Structure of the knowledge bank.

2.3 Software of the Intelligent Automated Micro-arc Oxidation System

The software includes microcontroller software and server software, an intelligent appli-
cation that implements the methods of controlled synthesis of MАO coatings developed
by the authors, and client software designed for user interaction. The microcontroller
software is designed to control the process current source, process signals from measur-
ing transducers and transfer the received information to a PC, as well as perform service
functions (errormessages, indication, etc.). Themicrocontroller software has been devel-
oped, which provides procedures for controlling the process current source; transmits
signals for connecting measuring transducers and transmitting information from the
output of measuring channels to a computer; performs service functions (for example,
error reporting, indication, etc.). The server software is responsible for configuring the
system and controlling the microcontroller. The intelligent application processes data
from the output measuring transducers based on the proposed intelligent algorithms.
In order to ensure the controlled synthesis of oxide coatings form control commands
coming to the process current source, which varies the amplitude, duty cycle, frequency
of current pulses intelligent algorithms and techniques are applied to the workpiece with
a modifiable surface. The intelligent application structure is shown in Fig. 4.
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Abstract. This study is devoted to the development of improved methods for
diagnosing cattle diseases based on the principles of neutrosophic sets and Sugeno
fuzzy inference. The study proposed new algorithms and models that can effec-
tively process fuzzy and uncertain information characteristic of veterinary diag-
nostics. The goal of the work is to create a diagnostic system that will have high
accuracy and the ability to adapt to various conditions and characteristics of spe-
cific disease cases. The expected result of the study is aimed at developing an
effective tool for the early detection of diseases in cattle, which will significantly
improve the efficiency of veterinary practice and animal welfare.

Keywords: Diagnostic System · Fuzzy Logic · Fuzzy Sugeno Model

1 Introduction

Currently, animals in many countries are susceptible to various diseases. Improvement
and implementation of systems based onmodern information technologies for the devel-
opment of methods for early diagnosis of diseases in animals is one of the key tasks.
This is important not only to ensure the health and welfare of animals, but also to pre-
vent the spread of diseases that can have serious consequences for livestock production,
human health and the economy as a whole. The use of modern information technolo-
gies, such asmachine learning, data analytics, sensors and telemedicine, can significantly
improve diagnostic capabilities, enabling rapid detection and response to diseases, which
contributes to effective control and control [1, 2].

Research based on mathematical modeling using fuzzy logic and neutrosophical
fuzzy sets is actively being conducted in the world scientific community. These works
are aimed at improving and developing computer diagnostic systems designed to identify
various types of diseases and their causes in the early stages, as well as to improve
treatment methods in veterinary medicine. In this regard, the creation of models for
diagnosing animal diseases based on fuzzy logic and neutrosophical fuzzy sets, the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Gibadullin (Ed.): ITIDMS 2023, CCIS 2112, pp. 178–185, 2024.
https://doi.org/10.1007/978-3-031-60318-1_15

Diagnostics of Animals Diseases Based on the Principles of Neutrosophic Sets 179

development of appropriate algorithms and programs for predicting and identifying
diseases of cattle is one of the priority tasks. These efforts are aimed at improving the
quality of life of animals, effectively managing their health, and promoting agricultural
development and food security [3, 4].

The purpose of this work is to developmodels and algorithms for identifying diseases
of cattle using the Sugeno fuzzy inference method and the concept of neutrosophical
fuzzy sets. This will make it possible to create a diagnostic system capable of efficiently
processing fuzzy and uncertain information about the health status of animals. Using
fuzzy logic and neutrosophical fuzzy sets will allow us to take into account various
aspects of uncertainty and fuzziness inherent in veterinary diagnostics, which will make
the system more flexible and adaptive to a variety of conditions and situations. The
expected result of the study will be the creation of an effective tool for the early iden-
tification of diseases in cattle, which contributes to their more successful treatment and
prevention of the development of complications [5–7].

Thepurpose of this research is todevelop improved algorithmsandmodels for disease
identification in cattle using neutrosophic sets and Sugeno fuzzy inference. This includes
the creation of effective methods for processing the fuzzy and uncertain information
characteristic of veterinary diagnostics, as well as the development of algorithms that
can adapt to a variety of conditions and characteristics of specific disease cases. Themain
goal is to ensure accurate and rapid identification of diseases in cattle with a minimum
number of false positive and false negative results. Successful completion of this task
will significantly increase the efficiency of veterinary practice and improve animal health
[8, 9].

The use of neutrosophic fuzzy sets and decision-making methods represents a
promising approach to solve the problem of diagnosing osteodystrophy, secondary
osteodystrophy, hypomicroelementosis and ketosis in cattle. Given that the symptoms
of these diseases are interrelated and may overlap, and given the possibility that one
disease can cause another, accurately identifying the type of disease can be difficult for
veterinarians.

Issues related to the methodology for solving the problem of identifying diseases
for studying the structure of classes of cattle, and identifying diseases based on neutro-
sophic fuzzy sets and decision-making methods, are relevant and promising in modern
veterinary science and practice [10].

Studying the class structure of cattle using fuzzy set technologies allows us to take
into account various factors, such as genetic, morphological and behavioral character-
istics, which may influence their classification. This can be useful for more accurately
determining breed quality, meat quality, milk quality or other characteristics, as well as
for improving breeding programs and breedingmethods. Defining diseases using neutro-
sophical fuzzy sets and decision-making methods makes it possible to take into account
various symptoms and signs of diseases, as well as their interrelationship and influence
on each other. This can be useful for more accurately diagnosing diseases, determining
their severity and choosing optimal treatment and prevention strategies. Such approaches
offer new prospects for improving the diagnosis, treatment and health management of
cattle, which can lead to increased productivity and quality of livestock products, as well
as improved animal welfare and reduced losses in livestock production.
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Single-valued neutrosophical fuzzy sets and interval neutrosophical fuzzy sets are
subclasses of neutrosophical fuzzy sets and a generalization of intuitive fuzzy sets and
interval intuitive fuzzy sets. The properties of single-valued neutrosophical fuzzy sets
and interval neutrosophical fuzzy sets are independently described by degrees of truth,
uncertainty and falsity. The main advantage of neutrosophical fuzzy sets is that they
provide a powerful formalism for handling information that may be incomplete, uncer-
tain, and contradictory. Unlike conventional fuzzy sets, neutrosophical sets are able to
effectively take into account this uncertainty and inconsistency, which makes themmore
flexible and universal in solving real problems [11].

Recently, various algorithms and methods have been proposed in various studies to
deal with single-valued neutrosophical fuzzy sets and interval neutrosophic fuzzy sets
[12, 13]. These works introduced basic operations on single-valued and interval neu-
trosophical fuzzy sets, such as addition and multiplication, as well as corresponding
aggregation operators. The basic operational laws for elementary neutrosophical fuzzy
sets, including single-valued and interval neutrosophical fuzzy sets, are determined.
Weighted mixing aggregation operators were also proposed to combine elementary neu-
trosophical fuzzy information, which were then applied to the feature decision set [14,
15]. These developments promotemore efficient and flexible use of neutrosophical fuzzy
sets and their application in various fields, including veterinary medicine, for decision
making based on fuzzy and uncertain information.

Inwork [16], shortcomings of some laws of functioning of unambiguous neutrosoph-
ical fuzzy sets were identified. As part of the study, certain principles of the functioning
of interval neutrosophical fuzzy sets used for some aggregation operators were also
improved. These improved principles were then explored through their application to
the decision set based on interval neutrosophical fuzzy information.

In [17–21], a new operator was proposed, which is called the elementary weighted
average interval neutrosophical fuzzy advantage operator. This operator was designed
for use in a variety of feature-based decision making. The peculiarity of this operator is
that, unlike previous works, where the main component was the clear values (weights) of
single-valued or interval neutrosophical fuzzy sets, a new approach is introduced here.
This approach allows us to take into account awider range of uncertainty and inconsisten-
cies in the data, which makes it more flexible and adaptive for solving decision-making
problems in a fuzzy environment.

Problems with the protein and sugar -protein ratio in the diet of cows, especially if it
falls below 0.7–0.79, can lead to the development of dystrophic changes in the liver of
animals. This is especially true in case of deficiency of microelements such as copper,
cobalt, zinc, manganese, and certain minerals, which can cause metabolic disorders.
Micronutrient deficiency can lead to decreased development of microflora in the rumen,
increased acidity and ammonia levels in the blood, which in turn causes acidosis and
chronic intoxication.

Secondary osteodystrophy, osteodystrophy, microelementosis and ketosis in cattle
can be caused by various factors, including diets deficient in calcium, phosphorus and
other nutrients, and low sugar to protein ratios in the diet. Symptoms of deficiency of
iodine, cobalt, vitaminsA andD in cows kept in radioactively contaminated areas include
various manifestations, such as dryness and parakeratosis of the skin, enophthalmos,
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bradycardia and others. This highlights the need for careful control and balancing of
livestock nutrition, as well as regular monitoring of micronutrient and vitamin levels in
animals to maintain their health and productivity.

Symptoms of deficiency of iodine, cobalt, and vitamins A and D in cows living
in areas exposed to radioactive contamination can be varied and include the following:
86.7% of animals have dryness and parakeratosis of the skin, 26.7% have enophthalmos,
in 90% - whitening of the conjunctiva, as well as bradycardia in 57.8% of cows. An
enlarged thyroid gland and signs of mexidema were found in 3.35% of animals. In
addition, anemia occurs in 92.6%of dairy cows, hypocalcemia in 93.8–100% of animals,
and hypophosphatemia in 50–92.6%. There is also a decrease in the content of copper,
cobalt and zinc in the blood serum in 90% of animals. These data highlight the serious
consequences of deficiencies of important microelements and vitamins in animal diets,
especially in conditions of radioactive environmental contamination. Providing cows
with adequate nutrition and monitoring their nutrient levels play an important role in
maintaining their health and productivity.

2 Methods and Models

This paper presents a new interval neutrosophic logic, which expands previous models,
such as interval fuzzy logic- a logical method that uses ranges of values to describe the
degree of uncertainty or fuzziness, intuitionistic fuzzy logic- a logical method that uses
ranges of values to describe the degree of uncertainty or fuzziness and paraconsistent
logic-logical approach in which states are possible that do not contradict themselves,
taking into account not only the degree of truth or falsity of the statement, but also the
degree of uncertainty. This allows additional information to be taken into account more
reliably under conditions of uncertainty. The paper introduces mathematical definitions
of interval neurosophical propositional calculus and interval neutrosophic predicative
calculus. A general method for developing an interval neutrosophic logic system is also
proposed, incorporating neutrosophics, neutrosophic inference.

The resulting intersection of two interval neutrosophic sets A and B, denoted C, is
an interval neutrosophic set that includes elements present in both set A and B, which
includes elements present in both set A and B. and in set B. Thus, the elements in set C
are evaluated taking into account the fuzziness and uncertainty in both set A and set B.

Mathematically this can be represented as:

C = A ∩ B
inf TC(x) = min(inf TA(x), inf TB(x)), sup TC(x) = min(sup TA(x), supTB(x)),
inf IC(x) = max(inf IA(x), inf IB(x)), sup IC(x) = max(sup IA(x), sup IB(x)),
inf FC(x) = max(inf FA(x), inf FB(x)), supFC(x) = max(supFA(x), supFB(x)),

where C is an interval neutrosophic set representing the intersection of sets A and B.
This paper presents a new intervallic neutrosophical logic that extends previous

models such as interval fuzzy logic, intuitionistic fuzzy logic and paraconsistent logic
by taking into account not only the degree of truth or falsity of a statement, but also the
degree of uncertainty. This allows additional information to be taken into account more
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reliably under conditions of uncertainty. The paper introduces mathematical definitions
of interval neurosophical propositional calculus and interval neutrosophic predicative
calculus. A general method for developing an interval neutrosophic logical system is
also proposed, including neutrosophics, neutrosophic inference, neutrosophic rule base,
neutrosophic type reduction, and deneutrosophics.

Rk : IF x1 = < TAk1
(x1), IAk

1
(x1),FAk

1
(x1) > and x2 = < TAk2

(x2), IAk2
(x2),FAk2

(x2) >

and , ...,xn = < TAkn(xn), IAkn (xn),FAkn
(xn) >, Then yj = bj,0+bj,1x1 + . . .+ bj,nxn.

HereAk
i is an interval neutrosophical set defined in space Xi with a truth membership

function, TAki
(xi), an uncertainty membership function IAki

(xi) and a falsity membership

function FAki
(xi), where TAk

i
(xi), IAki

(xi),FAki
(xi) ⊆ [0, 1], 1 ≤ i ≤ n. Bk is an interval

neutrosophic set defined by a space Y with a truth membership function TBk (y), an
uncertaintymembership function IBk (y) and a falsitymembership functionFBk (y), where
TBk (y), IBk (y),FBk (y) ⊆ [0, 1].

If x1 = �[0.05, 0.2], [0.1, 0.15], [0.65, 0.8]�
�

x2 = �[0.75, 0.95], [0.1, 0.15], [0.1, 0.2]�
�

x3 = �[0.6, 0.75], [0.1, 0.2], [0.2, 0.25]�
�

x4 = �[0.5, 0.6], [0.2, 0.25], [0.25, 0.35]�
�

x5 = �[0.05, 0.2], [0.1, 0.15], [0.65, 0.8]�
�

x6 = �[0.4, 0.5], [0.2, 0.3], [0.35, 0.45]�
�

x7 = �[0.05, 0.2], [0.1, 0.15], [0.65, 0.8]�

Then y1 = 4, 9+7, 8x1−6, 9x2−1, 5x3−0, 3x4+0, 37x5+0, 06x6−0, 003x7y1 =
4, 9+ 7, 8x1 − 6, 9x2 − 1, 5x3 − 0, 3x4 + 0, 37x5 + 0, 06x6 − 0, 003x7

If x1 = x1 = �[0.05, 0.2], [0.1, 0.15], [0.65, 0.8]�
�

x2 = x2 = �[0.05, 0.2], [0.1, 0.15], [0.65, 0.8]�
�

x3 = x3 = �[0.3, 0.4], [0.15, 0.25], [0.45, 0.5]�
�

x4 = x4 = �[0.4, 0.5], [0.2, 0.3], [0.35, 0.45]�
�

x5 = x5 = �[0, 0.05],[0.05, 0.01],[0.8, 0.95]�
�

x6 = x6 = �[0.05, 0.2], [0.1, 0.15], [0.65, 0.8]�
�

x7 = �[0.3, 0.4], [0.15, 0.25], [0.45, 0.5]�

Then y2 = −0, 6−1, 45x1+1, 7x2+0, 34x3−0, 1x4−0, 2x5−0, 07x6−0, 03x7y2 =
−0, 6− 1, 45x1 + 1, 7x2 + 0, 34x3 − 0, 1x4 − 0, 2x5 − 0, 07x6 − 0, 03x7

If x1 = x1 = �[0.6, 0.75], [0.1, 0.2], [0.2, 0.25]�
�

x2 = x2 = �[0.6, 0.75], [0.1, 0.2], [0.2, 0.25]�
�

x3 = x3 = �[0.75, 0.95], [0.1, 0.15], [0.1, 0.2]�
�

x4 = x4 = �[0.5, 0.6], [0.2, 0.25], [0.25, 0.35]�
�

x5 = x5 = �[0.75, 0.95], [0.1, 0.15], [0.1, 0.2]�
�

x6 = x6 = �0.3, 0.4], [0.15, 0.25], [0.45, 0.5]�
�

x7 = �[0.75, 0.95], [0.1, 0.15], [0.1, 0.2]�

Then y3 = −3, 42−0, 6x1+7, 8x2+1, 7x3−0, 2x4−0, 04x5−0, 19x6−0, 9x7y3 =
−3, 42− 0, 6x1 + 7, 8x2 + 1, 7x3 − 0, 2x4 − 0, 04x5 − 0, 19x6 − 0, 9x7

3 Results

Theprogramwas developed and the resultswere collected. The report includes precision,
recall, F1 measure, and support information for each class, as well as overall precision,
macro-average precision, weighted precision, and overall support. The confusion matrix
shows the number of correctly and incorrectly classified examples for each class (Fig. 1).
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Classification Accuracy: 0.8888888888888888 
Classification report:
              precision recall f1-score support

ketoz 1.00 0.86 0.93 22
mastitis 0.77 1.00 0.87 23
pneumonia 1.00 0.78 0.88 18

accuracy 0.89 63
macro avg 0.92 0.88 0.89 63

weighted avg 0.91 0.89 0.89 63

Confusion Matrix:

Fig. 1. Confusion Matrix.

Classification Accuracy This is the percentage of correctly classified samples from
the entire data set. In this case, the classification accuracy is 88.89%, which means that
the model correctly classified 88.89% of the samples.

Classification report: Classification report:

– Precision: This is the proportion of correctly classified positive samples among all
positive samples predicted by the model. For example, for the class “ketoz” the
accuracy is 100%, which means that all samples predicted as “ketoz” are actually
“ketoz”.

– Recall (recall): This is the proportion of correctly classified positive samples among
all real positive samples in the data set. For example, for the class “mastitis” the recall
is also 100%, which means that the model has detected all real examples of the class
“mastitis”.

– If 1-score: This is the harmonic average of precision and recall. It shows the balance
between accuracy and completeness of classification. The F1-measure is close to 1 if
both precision and recall are high.

– Support: This is the number of samples in each class.
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Confusion Matrix (Confusion Matrix):
It is a square matrix where the rows represent the actual classes and the columns

represent the predicted classes by the model. Each element of the matrix shows the
number of samples that were classified correctly (diagonal elements) or incorrectly
(off-diagonal elements).

4 Conclusion

This study develops improved methods for diagnosing diseases in cattle based on the
principles of neutrosophic sets and Sugeno fuzzy inference. The proposed algorithms
andmodels are able to effectively process fuzzy and uncertain information that is typical
for veterinary diagnostics. The goal of the study is to create a diagnostic system that
is highly accurate and capable of adapting to various conditions and characteristics of
specific disease cases.

The expected result of the work is the development of an effective tool for the early
detection of diseases in cattle. This will significantly improve the efficiency of veterinary
practice and ensure animal welfare. The use of modern information technologies in
combination with mathematical modeling based on fuzzy logic and neutrosophical sets
makes it possible to create a diagnostic system capable of quickly responding to diseases
and preventing their spread.

The model demonstrated good classification accuracy, amounting to 88.89%. This
means that most of the samples were classified correctly. Analysis of the classification
report allows us to see that the model copes quite successfully with the classification of
all three classes (ketosis, mastitis, pneumonia), having high accuracy, completeness and
F1-measure. This confirms the good performance of the model. The confusion matrix
allows you to visually evaluate which classes were correctly or incorrectly classified.
From the matrix, it can be seen that most of the samples were classified correctly, but
there are a small number of errors in the classification of some samples. Based on this
information, we can conclude that the model copes well with the classification task, but
may require some improvement to improve accuracy and reduce the number of errors.

These results have important implications not only for animal health andwelfare, but
also for the economy and society as a whole. An effective diagnostic system will help
improve control of animal diseases, reduce the risk of spreading infections and ensure
sustainable development of agriculture.
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