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ABSTRACT 

In this paper, text-independent speech recognition systems were considered. Character extraction was performed using Mel 

Scaled Filter Banks (MSFB). A deep neural network method was studied for automatic speaker identification by voice. A model 

is built by clustering the feature vectors for each speaker. Voices are modeled using a deep neural network (DNN). In the 

database, voice samples of all speakers are collected in the form of a file. From the results, it can be said that deep neural 

network using cepstral features gives good results for speaker recognition system. 
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INTRODUCTION 

Speech is the main means of communication between people, through which, it is possible to determine various 

information, including the meaning of words, the speaker’s emotional state, gender, and personality. It is also possible to 

convey information such as thoughts and ideas through speech. Speech production includes articulation, speech, and 

fluency. It is a set of natural abilities of a person, which is usually formed by the coordinated movement of about 100 

muscles connected to the nerves of the person [1]. According to its physical properties, it is an acoustic signal that is 

continuously variable in time. 

In recent years, the rapid development of voice recognition systems has helped to overcome many of the main 

challenges for artificial intelligence systems. The task of voice recognition is to distinguish, classify, and respond 

accordingly to human speech from an input audio signal. In this case, two sub-tasks are usually separated: identification 

and verification [1]. 

Identification: a closed set of individuals is entered into the system along with some test data. This involves the 

system classifying an unknown voice as belonging to one of N reference individuals. 

Verification: Two parts of speech are required in the system. This requires the system to determine whether the 

two segments are spoken by the same person or by a different person, and this is called overt identification. 

PROBLEM DEVELOPMENT 

Voice recognition is a routine that checks whether an unknown voice belongs to a specific voice in a set of voices that 

have been previously identified by voice. According to the set property, it is divided into open or closed set definitions. 

In the open-set condition, an observed speech sample may not belong to a predefined set of speakers. In contrast, closed 
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set identification assumes that the test sample belongs to one of the samples in the set [2]. Solving the problem of 

identification in an open set is more complicated, because it is necessary to establish a clear mechanism to determine 

whether the test sample belongs to one of the existing samples. The term "audio identification" is widely used as a general 

term for audio identification. This applies to any mode of operation that includes user identification (Figure 1). 

 

Figure 1:  Identification of a person based on his voice 

Identifying a speaker by comparing a given voice sample with voice samples stored in an existing database is 

called speaker identification. The result of identification is a list of candidates, and this list is numbered, it is formed based 

on a certain threshold. 

There is a symbol that divides identification systems into two classes, which is a grammatical representation of 

the speech signal used: 

 text-dependent systems grammatically use exactly one speech signal. In other words, training and 

authentication require the speaker to say exactly the same word. 

 text-independent systems do not depend on the grammatical structure of the used speech signal, that is, 

the speaker is not required to say exactly the same word during training and authentication, and he can say arbitrary text. 

Nowadays, the number of unauthorized access to various objects and resources by unauthorized users is 

increasing. This requires the development of user identification systems and applications with high efficiency and 

recognition speed. The effectiveness of recognition systems depends on the model, method and algorithms used in it. 

Biometric identification methods and algorithms, which have a number of advantages, and advantages have a special place 

in this. Biometric indicators based on unique individual characteristics of a person allow reliable description of an 

individual user. In addition, variability and insufficient data should be listed as one of the problems where background 

noise can also affect speaker recognition. Problems can be related to user or technical errors. These are problems of 

variability, problems of insufficient data, problems of background noise. 

These problems indicate the need for scientific and experimental research on the creation of new approaches, 

mathematical methods and techniques that ensure high accuracy of identification and reliability of its results in conditions 

of noise and various noises added to processed sound signals. 

FEATURE EXTRACTION 

The effectiveness of recognition systems depends on how the characters are selected. The better the initial character space 

is chosen, the higher recognition quality. The problem of speech recognition begins with the formation of a character 

vector from the speech signal. 

For a more accurate description of the signal, the speech segments are taken overlapping. The process of creating 
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speech segments is carried out using the window method, by multiplying the signal with some window function so that the 

spaces at the window boundaries are relaxed. 

The  feature extraction process is shown in Figure 2.  

 

 

 

 

 

 

Figure 2:  Mel-Scaled Filter Banks 

An audio signal that can be used to divide a speech signal into frames is considered as an example of 1 second 

recorded at 16 kHz. A typical 25 ms (millisecond) audio signal consists of 400 samples. [7] 

 

Figure 3: Dividing the Speech Signal into Frames 

In order to obtain the accuracy in time, it is necessary to divide the signal into overlapping frames. The signal is 

separated using a window function, usually the Hamming window function is used. 

 

Figure 4: Hamming Window 

The Hamming window is used to solve speech related problems. Using the Hamming window, the signal is 

replaced by the following formula: 

𝑤[𝑡] = 0.54 − 0.46cos (
2𝜋𝑡

𝑁−1
) ,   0 ≤ 𝑡 ≤ 𝑁 − 1  (1) 

Discrete Fourier transform (DFA) describes what frequencies are present in the signal, but does not localize them 

in time. To account for this, DFA is applied to the signal frames to get an idea of what frequencies are present in each 
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frame. Creates a time-frequency characteristic for the audio in the frame. This method has an accuracy trade-off for the 

frequency-time axis. The windows must be small enough for the desired timing accuracy. A short-term Fourier transform 

for a speech signal [7] (2) is performed by the expression: 
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H n k x n w n e




 0 ≤ 𝑘 ≤ 𝐾  (2) 

Here:  x n - the signal in the time domain, N - the length of the window consisting of n samples, K  - the 

length of the DFA. The formula for the power spectrum sample energy is obtained as follows: 

   
2

, ,S n k H n k      (3) 

Triangular filter sets can be used from 20 to 40 (26 standard). In this case, to calculate the energies of the filter 

bank, each filter bank is multiplied by the power spectrum and coefficients are generated. Once this is done, 40 numbers 

are obtained that tell you how much energy is in each filter bank. Mel-filter bank is calculated by the following formula(4): 

102595 log 1
700
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f
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Figure 5: View of a triangular filter in a Mel-filter bank 

Humans perceive low-frequency changes more clearly than high-frequency changes. Logarithmization has a 

similar property. At low values of the input x, the gradient of the log function is high, but at high values of the input, the 

gradient value is smaller. This allows us to apply logarithmization to the output of a Mel-filter suitable for the human 

auditory system: 

 10 ( )20 , · ( )mMSFB log S n k F k     (5) 

DEEP NEURAL NETWORKS (DNN) 

Backpropagation and stochastic gradient descent are used to train deep neural networks. One of the latest trends is the 

development of deep neural networks that allow to solve the problem of automatic identification of a speaker based on its 

sound without using additional methods of character set formation or classification methods. In this research work, a deep 

neural network was used to model it based on the sound of a speaker. A deep neural network is based on convolutional 

neural networks (CNN), which uses a d-vector approach [3]. Despite the variation of layers and capacities, all systems 

include the same important elements, that is, a part working at the frame level (convolution), pooling (polling), and a fully 
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connected (fully connected) layer for calculating the location of models in hyperspace. The main idea of the aggregation 

layer is to aggregate information on all input frames by calculating the average (average polling) or average standard 

deviation (statistical polling). 

We propose a new architecture based on a neural network for speech recognition through SpeakerNet. SpeakerNet 

consists of three main parts: Encoder, Pooling layer and Decoder. The encoder is based on the QuartzNet architecture 

developed for ASR [4]. It consists of 4 blocks, where each block consists of 1D depth-separated convolutions, batch norm, 

ReLU, and full-partition layers. The encoder converts variable-length audio into a sequence of acoustic features that can be 

used to extract higher-order features. The pooling layer maps the temporal sequence of acoustic features into a vector of 

fixed length by calculating statistics on the acoustic features. A decoder consisting of a series of fully connected layers 

compares fixed-length vectors of size D with an array of N votes to calculate the probability that the current segment 

belongs to a voice in the training set. The deep neural network architecture is presented in Figure 6. 

 

Figure 6: Deep Neural Network Architecture 

Studies have shown that the specific type of activation function does not significantly affect the final quality of 

the neural network. Therefore, in practice, easily calculated functions (but conditionally non-linear) are taken as activation 

functions. As an activation function, the ReLU activation function, which is currently most widely used, is shown in Fig 6. 

 

Figure 6: ReLU Activation Function 

The number of neurons in the last layer corresponds to the number of classes, each neuron gives an estimate of 

class belonging to the object, and the softmax function was used as the activation function of the last layer to estimate the 

class membership (that is, to have a certain probability distribution): 
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As an error function, the cross-entropy loss [5] error function given in the following expression was used: 
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RESULTS AND DISCUSSIONS 

Software design was carried out in Python programming language based on existing and proposed models, methods and 

algorithms. The PyQt5 library was used to develop the user interface of the software. A database was created in the 

software to store the data of registered users, and the SQLite database management system was used for this. In addition, 

the PyTorch library was used to work with deep neural networks. System registration and recording interfaces are shown in 

Figure 8. The result of the study is presented in Table 1. The speech samples used in this work were recorded using the 

Audacity audio editor. Sampling rate 16000 Hz (16 bit, mono). Figure 9 provides a description of the database[6]. 

Table 1:  The Degree of Accuracy of the Mixed Base is Given in Percent 

Algorithm VCTK + TIMIT VoxCeleb1+ 

VoxCeleb2 

TIMIT + 

SITW 

NutqUzData 

PLP+VQ 82,3 84,3 80,4 87,7 

MFCC+VQ 83,2 86,2 83,1 88,8 

PLP+GMM 84,8 85,8 82,7 90,1 

MFCC+GMM 85,1 87,5 82,3 93,4 

GRU 94,5 95,2 90,6 96,3 

SpeakerNet 97,6 98,5 98,1 99,1 
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Speech dataset

training (80%) Testing (10%)

number of 

speakers

number of 

audios

4427 53124

*.wav Validation(10%)

number of 

speakers

number of 

audios

632 7584

number of 

speakers

632

... ...... ......

The structure of the training fileEnrollment Requirements:

1. format - *.wav

2. The number of channels is 

mono

3. Sampling rate – 16kHz

4. space for each sample – 16 bits

Recording conditions - recorded 

in normal (home, street, morning, 

afternoon, evening) conditions

Speech dataset:

Training-5060 speakers, 60710 

audios.

Validation-number of 632 

speakers, number of audios 7584.

The number of test-632 speakers, 

the number of 7584 audios.

Total: 6324 speakers, 75888 

audios.

number of 

audios

7584

...

 

Figure 7: NutqUzData is an Overview of the Speech Dataset 

 

 

 

Figure 8:  System Registration and Recording Interfaces 

CONCLUSIONS 

In this article, text-free speech recognition systems were considered. Character extraction was performed using mel-scaled 

filter banks (MSFB). Voices are modeled using a deep neural network (DNN). Using the obtained features, a model was 

built by clustering the character vectors from each speaker. At least 10 samples of all speakers are collected in the 

database. 

Experimental analyses have shown that a high result of recognizing individuals with features based on MSFB can 

be obtained. From the results, it can be said that applying a deep neural network using filter banks of characters gives good 

results for creating a voice recognition system. 
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The developed voice control system can be used to perform a large number of tasks: controlling computer 

applications, mobile platforms or robotic devices, for example, loading robots. The presented approach allows creating 

speech recognition systems based on open technologies and a personal computer equipped with a microphone. 
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