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Voice, as a characteristic of humans, provides great opportunities for communication 
and identification. Today, voice recognition systems are widely used in many areas of 
human activity. However, the problem of developing perfect voice recognition systems 
is still considered an urgent task by researchers. Especially when the speech sample 
duration is relatively short, it is important to solve the problem of low recognition 
accuracy. Therefore, in this article, the Mel-frequency cepstral coefficients (MFCC) 
feature set extraction algorithm and Gaussian mixture model (GMM) were researched 
in the implementation of identification, based on which experimental researches were 
conducted on the recognition of a person based on his voice. In this, the speech 
samples of male and female speakers recorded in different environments were used, 
and the efficiency of the methods was compared by applying the MFCC-GMM and 
MFCC-VQ methods to them. As a result, the MFCC-GMM method is found to be more 
accurate than the MFCC-VQ method. That is, in the text-dependent condition, the 
accuracy of the speech recognition ranged from 82.8% to 94.5%, and in the text-
independent condition, it showed an accuracy of 79.5% to 87.4%.  

Keywords: 
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1. Introduction 
 

Recognition of a speaker based on his voice is highly dependent on his anatomical features and 
habits. In addition, the voice is also related to diseases and emotional factors. Also, external factors 
can strongly influence the quality of recognition. 

Voice recognition is the identification of a speaker by comparing the voice attributes with the 
attributes of existing speech samples [1]. Speech and speech recognition requires knowledge of 
acoustic, phonetic, and linguistic features [2-4]. The problem of identifying a speaker based on his 
voice belongs to the category of multidisciplinary problems such as face recognition, language 
recognition and speech recognition, most of the tasks of which are directly related to short speech 
or human instructions. Voice recognition can be text-dependent or text-independent, according on 
the nature of the problem to be solved. If the recognition text-dependent, recognition is based on 
pre-prepared or system-generated text. If the recognition is text-independent, user can use 
arbitrary text. There are several internal and external factors that affect the voice recognition 
system. The small number of words used also complicates the process of identifying a speaker [5]. 
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Nowadays, there are solutions have been proposed for determining a speaker’s gender, age, 
etc. based on voice, but there are many problems in creating systems for identifying the identity of 
the speaker. Fast and expensive hardware is required to operate a reliable recognition system in 
real time. Voice recognition is usually done through training and testing [6,7]. At the training stage, 
personality traits and their values are calculated from the speech stream. Features are used to 
create models of different individuals [8]. In the testing phase, speech samples of unknown 
individuals are compared using models and classification methods [9]. The efficiency and reliability 
of the experiments and the identification rate are evaluated in terms of accuracy and error rate 
[10]. 

 
2. Literature Review 

 
The analysis of the feature extraction techniques used in voice recognition for Vector 

Quantization (VQ), Gaussian Mixture Model (GMM), and Neural Network (NN) is provided by 
Bimbot et al., [11], which states that Mel-frequency cepstral coefficients (MFCC), one of the feature 
extraction techniques, perform well with noise.  

In a study on speech emotion detection, Todkar et al., [12] discovered that seven emotions 
performed well. Features were created by MFCC and LPC and modeled by the GMM model. 
Rohinikumar et al., [13] proposed that the MFCC and IHC feature extraction methods be compared 
with the GMM and UBM modeling approaches; the MFCC and GMM pair turned out to be the 
better option. Maximum log-likelihood (MLL) estimate was utilized for identification based on 
MFCC and VQ/GMM on three bases, and the results demonstrated a high degree of accuracy in 
identifying sounds in noisy situations.  

The topic of automatic person recognition was studied by Sithara et al., Barai et al., (2017) [14, 
15]. Barai et al., (2018) [16] proposed that the problem of automatic voice recognition for Arabic 
numerals in noisy situations be examined. The MFCC-GMM and MFCC-VQ algorithms are explored, 
and a combination of them called the MFCC-VQ-GMM is developed with excellent results.  

The use of voice recognition technology in smart home control systems is demonstrated by 
Ouisaadane et al., [17], where the MFCC and GMM algorithms are the two key elements that are 
highlighted. In this instance, the accuracy of identifying the voice of an individual who is registered 
was high, but the accuracy of identifying the voice of an unregistered person was quite low. 

 
3. Methodology  
 

Below is a description of the algorithm used in the proposed approach. It also sheds light on the 
usefulness and reliability of voice recognition systems. MFCC [18,19], VQ [20] and GMM [21] 
algorithms are used in this work. 

Mel-frequency cepstral coefficients (MFCC) is one of the effective feature set extraction 
methods used in speech signal description. MFCC consists of the following six steps: 

1. Framing. This requires recording the audio signal at a frequency of 16 kHz, which can be used 
to divide the speech signal into frames. A typical 25 ms (millisecond) audio signal consists of 400 
samples. 

 
Fig. 1. Dividing the speech signal into frames  
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2. Hamming window. Since the first 400 samples start at 0, the next 400 samples start at 160, 
which means 240 samples intersect. 

 

 
Fig. 2. Hamming window 
 

The Hamming window is widely used to solve speech problems. The signal through the 
Hamming window is replaced by the following formula: 
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where t -is time, N -is the window length of n samples, and w[t]- is the Hemming window in the 
expression at time t. 

3. Discrete Fourier transform (DFA): A signal is converted from the time domain to the 
frequency domain by applying the discrete Fourier transform. For speech signals, analysis in the 
frequency domain is more convenient than in the time domain. The Fourier substitution for a time 
signal is performed by the following formula: 
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where w(n)- is the Hamming window in expression (Eq.1),  x n  -is the signal in the time domain, 

N - is the length of the window consisting of n samples, K - is the length of the DFA. 
The formula for the power spectrum sample energy is obtained as follows: 
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4. Application of Mel-filter bank. Triangular filter sets can be obtained from 20 to 40 (26 
standard). In this case, to calculate the energies of the filter banks, each filter bank is multiplied by 
the power spectrum and coefficients are generated. Once this is done, 40 values are generated that 
tell you how much energy is available in each filter bank. In this case, usually 1/2 or 1/4 of the 
elements are transferred to the mel space. For 512 Fure elements, this means filters with 256 or 
128 mel steps. (Eq.4) converts the frequency to the Mel scale. (Eq.5) converts to the opposite 
frequency. Mel-filter bank is calculated by the following formula: 
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where f-is number of filter. 

5. Logarithmization. Humans perceive low-frequency changes more clearly than high-frequency 
changes. Since logarithmization has a similar property, the signal is logarithmized. At small values of 
the input x, the gradient of the log function is high, but at large values of the input, the value of the 
gradient is relatively small. This allows us to apply logarithmization to the output of a Mel-filter 
suitable for the human auditory system: 
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where m-is Mel's scale coefficient. 

6. Discrete cosine substitution. In this step, the reverse substitution is performed for the output 
of the previous step. 13 coefficients of the signal are generated after the MFCC method applies the 
discrete cosine transform. 
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where kX - is the number of Mel-scaled filter bank filters. 

After extracting features from the speech signal, a voice model is built for each speaker. The 
following methods are used for modeling: 

1. Vector Quantization (VQ) is a digital signal processing method that involves encoding digital 
data using a limited number of vectors [22]. This method is commonly used in image, speech 
compression, and data analysis and pattern recognition. The vector quantization process is usually 
performed in the following steps: 

• divide data into smaller groups or clusters; 
• determine a representative value for each cluster, known as a code word, that is closest to the 

values of the data points in the cluster; 
• assign each data point to the closest cluster to its code word; 
• encoding data by replacing each data point with a suitable code word; 
Vector quantization can also cause data loss. Because the original data points are replaced by 

their codewords, they may not represent the original data correctly. 
It helps to reduce the storage and transmission requirements while maintaining the original 
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signal quality. By grouping similar data points and representing them by a single vector, vector 
quantization can effectively reduce the number of bits needed to represent a signal. It is used for 
data compression and pattern recognition. 

The Gaussian Mixture Model (GMM) is a statistical model widely used in face recognition, and it 
is a method that provides a probability model for identifying a speaker based on his voice. An 
important aspect of any accent modeling is to collect and find a training sample of each accent and 
mixture weight mean vector. The parameters of the Gaussian mixture model are calculated by ML-
maximum likelihood. The probability density function of the shapes is approximate. The GMM 

probability density function can be expressed by the covariance matrix ( i ),  the mathematical 

expectation ( i ) and a set of mixture weight parameters ( ) [23]. A multivariate Gaussian mixture 

model is defined by the following expression. 
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The proposed algorithm consists of classification methods after feature extraction. The 

characteristics of speech signals are calculated using MFCC. The resulting feature is then classified 
using a GMM. The final result is calculated using the maximum logorrheic likelihood function. Below 
is the algorithm for detecting speakers using the MFCC-GMM method. 

The MFCC-GMM method for recognizing a speaker based on his voice is implemented in the 
following steps: 

Feature extraction. The speech signal is preprocessed and divided into frames. Then each 
frame's MFCC coefficients are calculated. Usually, the number of coefficients is taken from 12 to 20. 

Feature normalization. MFCC coefficients are normalized to have a mean of zero and a variance 
of unity. This step serves to increase the accuracy of the voice recognition system [24]. 

Training GMM. The GMM is trained on the normalized MFCC coefficients for each individual. 
The number of components in a GMM can vary according to the size of the training sample set. 

Modeling the speaker. Once the GMM is trained, it can be used to model each speaker's 
speech. For each speaker, the GMM represents the distribution of their speech signal. 

Voice recognition. To recognize a speaker from the test speech signal based on his voice, the 
MFCC coefficients of the test signal are first calculated and normalized. Then the probability of the 
test signal corresponding to the GMM for each candidate is calculated. The candidate with the 
highest probability is taken as the variable of the test signal. 

The MFCC-GMM method was used to recognize the Uzbek speech signal based on the speaker’s 
voice with promising results. This method has been shown to be superior to other voice recognition 
methods in terms of accuracy and efficiency. The success of the MFCC-GMM method is due to the 
way MFCC extracts features from speech signals and the effectiveness of GMM in modeling the 
speech of different speakers [25]. 

The MFCC-GMM method has been shown to be an effective way to recognize the Uzbek speech 
signal based on the speaker’s voice. The effectiveness of this method is important in the separation 
and modeling of characters in voice recognition [26]. 
 
4. Results  
 

A set of 5 male (M) and 5 female (W) voice samples was used in the experiments. For each 
speaker, recorded speech signals from 15 different environments are matched. The tables show the 
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result of recognition using the MFCC-VQ method and the MFCC-GMM method for Uzbek speech. 
Tables 1 and 2 show the text-independent and text-dependent voice recognition results, 
respectively. Figure 3 shows graphs for text-independent voice recognition, and Figure 4 shows 
results for text-dependent recognition. The overall accuracy of both methods is shown in Figure 5. 
 

Table 1 
Text-independent voice recognition results 

Algorithm Umid Akbar Ilkhom Aziz Jamshid Munisa Dilbar Imona Samiya Xusnora Result 

MFCC-VQ 79,6 80,3 77,6 81,7 79,3 78,5 79,6 80,6 78,7 79,3 79,5 

MFCC-GMM 84,3 87,4 82,4 84,6 85,1 83,7 81,9 82,2 84,2 83,7 83,9 

 

Table 2 
The result of text-dependent speaker recognition based on voice 

Algorithm Umid Akbar Ilkhom Aziz Jamshid Munisa Dilbar Imona Samiya Xusnora Result 

MFCC-VQ 85,7 87,4 84,2 80,5 81,6 81,4 82,2 80,7 83,5 82,1 82,8 

MFCC-
GMM 

91,4 94,5 90,9 91,9 93,6 90,6 93,4 91,3 92,8 92,9 91,3 

 
 
 

  
Fig. 3. Accuracy plot of text-independent speaker 
recognition based on voice  
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Fig. 4. Accuracy plot of text-dependent speaker 
recognition based on voice 
 

 

  
Fig. 5. Total accuracy plot of MFCC-VQ and MFCC-
GMM algorithms 

 
From the obtained results, it was found that there are some differences between MFCC-VQ and 

MFCC-GMM algorithms. It showed that the MFCC-GMM algorithm outperforms the MFCC-VQ 
algorithm in terms of accuracy in both text-independent and text-dependent voice recognition. 
Also, the comparison results of MFCC-VQ and MFCC-GMM algorithms through literature analysis 
and experimental research are presented in Table 3. 

 
Table 3. 
Comparison results of MFCC-VQ and MFCC-GMM algorithms 

Aspect MFCC-VQ MFCC-GMM 

Modeling approach Uses VQ for modeling Uses GMM for modeling 

Expression of speech 
Quantizes a character vector 
directly into codewords 

Represents speech symbols as a mixture of 
Gaussians 

Model complexity 
The size of the fixed-size 
codebook is determined 

It is determined by the number of Gaussian 
components and parameters 

Flexibility / Generalization 
Discrete representation is 
not flexible 

Adaptability and better generalization ability 

Recognition efficiency 
Limitations may be 
encountered in accurately 
modeling variability 

Shows high accuracy in recognition 

Implementation complexity Simple Complicated 

 
 
5. Conclusions 
 

The results of the MFCC feature set separation algorithm and the GMM modeling algorithm are 
better than the results of the MFCC feature set separation algorithm and the vector quantization 
VQ modeling algorithm in solving the problem of person identification based on voice. use has 
shown to give high results. 
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In this research, the issue of recognizing a person based on his voice was investigated, and 
MFCC-VQ and MFCC-GMM algorithms were used to generate speech features, and then their 
comparison was carried out. MFCC-VQ and MFCC-GMM are both algorithms used in voice 
recognition systems. However, in the research work, they were found to have significant 
differences in modeling and recognition and were presented in tables. 

As a result of the experimental studies, it was found that the MFCC-GMM algorithm performed 
about 4.4% better than the MFCC-VQ algorithm in text-independent voice recognition, and about 
8.5% better in text-dependent voice recognition. 

Using GMM in combination with MFCC features for speech modeling improves the accuracy of 
the voice recognition system compared to the traditional VQ approach. 
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